Can you “read tongue movements”?
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Abstract

Lip readingrelies on visible articulators to ease audiovisual
speech understanding. However, lips and face giooede
very incomplete phonetic information: the tongukattis
generally not entirely seen, carries an importaart pf the
articulatory information not accessible throulih reading
The question was thus whether the direct and fisibm of
the tongue allowstongue reading We have therefore
generated a set of audiovisual VCV stimuli by colfitrg an
audiovisual talking head that can display all speec
articulators, including tongue, in augmented speechode,
from articulators movements tracked on a speakées&
stimuli have been played to subjects in a seriesudfovisual
perception tests in various presentation conditi¢esdio
signal alone, audiovisual signal with profile cutawdisplay
with or without tongue, complete face), at vari@ignal-to-
Noise Ratios. The results show a given implicit effef
tongue reading learning, a preference for the modogical
rendering of the complete face in comparison witle t
cutaway presentation, a predominance of lip readiagr
tongue reading, but the capability of tongue regdim take
over when the audio signal is strongly degradeabsent. We
conclude that these tongue reading capabilitietdcoe used
for applications in the domain of speech therapysiseech
retarded children, perception and production rdhation of
hearing impaired children, and pronunciation tragnifor
second language learners.

Index Terms: Lip reading, tongue reading, audiovisual
speech perception, audiovisual talking head, hgadodsses,
augmented speech.

1. Introduction

A large number of studies has established thatvigien of
visible articulators (lips, jaw, face, tongue tieeth) eases
speech understanding, and significantly increashks t
detection and identification performance of wordsnioise
([1]). Sumby and Pollack [2] as well as Benett al. [3],
among others, have quantified the gain in speech
intelligibility provided by lip reading in compansa with the
sole acoustic signal. However, lips and face alprevide
very incomplete phonetic information: the tongudatt
generally can not be completely seen, carries groitant
part of the articulatory information that can na& &ccessed
through traditional lip reading. Given the genasiculatory
awareness human skill, i.e. the ability to know shape and
position of one’s own articulators, it sounded iagting to
investigate whether direct and full vision of tleague can be
used and processed by human subjects, in a siwahato lip
reading.

The literature in this domain is rather scarce. $daset al
[4] used their computer-animate@lking head, that can
display articulation by making the skin transpardottrain

childrenwith hearing loss on both perception and produgtion
and found evidence of some clear learning effeatteN
however, that their study did not explicitly teshet
spontaneous / innate ability to interpret tongueveneents
produced by real speakers. Baéltet al [5] proposed
strategies for phonetic correction based on theinal talking
head, that can display both visible and non visible
articulators. The informal tests conducted in ftrisliminary
study were well received by the three children Iaed.
Recently, Fagelet al [6] assessed the visual information
conveyed by the dynamics of internal articulatditsey found
that displaying motion of internal articulators didt lead to
significant improvement of identification scoresfast, but
that a short training session in which vocal traclvements
were explained did significantly increase visualdan
audiovisual speech intelligibility.

The purpose of the present study was thereforeotaofl)
assessing the degree of spontaneous or innateyabfli
subjects fortongue reading i.e. their ability to recover
information from tongue vision without prior leangi, and
(2) testing their ability to rapidly learn this BkiThe talking
head developed at the department was thus used in a
audiovisual perception test based on the noiseadation
paradigm used by [2] or [7].

2. The talking head and its control

In order to ensure the ecological quality of thiensti, we
have built the audiovisual stimuli using originahtaral
speech sounds and articulatory movements recorded
synchronously by an ElectroMagnetic ArticulogragBEyvIA)
device on one subject. The recorded movements sae 10
drive a talking head based on extensive measurenoenthe
same subject.

2.1.The talking head

Our virtual talking head is made of the assemblafge
individual three-dimensional models of diverse speergans
(tongue, jaw, lips, velum, face, etc) built from MRT and
video data acquired from a single subject and atigon a
common reference coordinate system related tokinke $he
jaw, lips and face model described in [8] is coltd by two
jaw parameters jgw height jaw advancg three lip
parameterslip protrusion common to both lipsupper lip
height lower lip heigh). The three-dimensional jaw and
tongue model developed by Badihal [9] is driven mostly
by five parametergaw height(common with the lips / face
model),tongue bodytongue dorsumtongue tip verticabnd
tongue tip horizontalNote that the geometry of the models is
defined by three-dimensional surface meshes whesices
are associated witllesh points i.e. points that can be
identified on the organs.



2.2.Control
recordings

of the talking head from EMA

The control parameters of the various articulatogdels of
the talking head can be recovered by inversion fitben
midsagittal coordinates of a sufficient number eftices of
these 3D model meshes (see [10] for more detalig).
ElectroMagnetic Articulograph (EMA) device was thused
to record time trajectories of fleshpoints assedatith these
specific vertices by means of small electromagnetieiving
coils attached to the articulators in the midsagijttane: one
for the jaw, three along the tongue; one for eaph The
resulting control parameters were then used to dbuil
animations of the talking head.

3. Elaboration of the perception test

3.1.Corpus

The implementation of any perception test facesdifenma
between the highest number of stimuli and the reecidg
limited duration that is practical for subjectsetadure.

With the aim to assess the contribution of tongistom, we
collected the identification scores of all non-laBeench
voiced consonant® d g v z 3 ¥ I/. The consonants were
embedded in symmetrical VCV vocalic contexts wite #et
of vowels /a i u y/. This set contains the threeiceal vowels
and the /y/ which has a labial shape almost idehto that of
/u/ but differs from it by tongue placement. [u]daly] have
the strongest front-back lingual contrast and tengu
movements are indeed expected to be highly infommaind
discriminant. The main corpus is finally composed 3@
VCV stimuli. Two additional corpora were recordec:aapus

with vowels £ e o/ was used for a generalisation test and a

corpus with é/ for the familiarisation step (see further).

3.2.The presentation conditions and SNRs

In order to assess the contribution of the tongs®w, we

designed a test with conditions where the tongue visible

contrasting with a condition where the tongue wax n

displayed. As we were also interested in compaiting

contribution of the lips and face with the conttiba of the

tongue, we tested four presentation conditions:

=  Audio signal alone (AU)

= Audio signal + cutaway view of the virtual head rajo
the sagittal planevithout tongue (A\J) (the Jaw and

vocal tract walls — palate and pharynx — are howeve

visible) (see PB_ada.avi)
= Audio signal + cutaway view of the virtual head rajo
the sagittal planavith Tongue (AVT) (see Figure 1, or
PB_phrm6.avi)
= Audio signal + completé&ace with skin texture (AW)
(see Figure 1, or PB_ibi.avi)
The cutaway presentation on Figure 1 shows, intiatdio
the lips, the jaw, the tongue, the hard palate,viilem, and
the back of the vocal tract wall from nasopharymwd to
larynx. A profile view was chosen as it providesximnaal
information on the tongue, given that the angleiefv does
not change very much lip reading scores.
The contribution of the various visual elements wasessed
according to the noise degradation
identification score of the consonants in contexineasured
for different levels of white noise added to theliausignal.
For each presentation condition, four Signal tosdddratios

paradigm: the

(SNRs) were generatedw (i.e. no audio);-9 dB, +3 dB, +
(i.e. no noise).

Figure 1: Examples of presentation conditions for the
audiovisual test: cutaway view of the head including
tongue (left) vs. complete face with skin texture

(right).
3.3. The protocol

The principle of the test was the following. An @udsual
stimulus is played to the subject once, withouktigjon, by
means of a computer with a 17’ TFT screen and higgity
headphones at a comfortable listening level. Tls& &f the
subject is to identify the consonant, in a forcéice test,
among the eight possible consonafitsl g v z 3 ¥ I/. No
repetition was allowed and subjects were instrutbeghswer
as soon as possible. In order to familiarise tHgestis with
the test procedure, the session starts with a denation of
the four presentation conditions and a serieswa lummy
tests (with voweld/, which is not used in the real test).
The complete test is made of a 16 successive s@Eh
defined by its condition, its SNR, and its stimak, described
in Table I. For each series, the stimuli are priesknn a
randomised order different for each subject, preddaly two
dummy stimuli with vowel &/ to help the subject getting
accustomed with the new conditions.

As the aim of the test was to determine the speutas
ability of the subjects to get information fromfdient visual
conditions, care was taken to avoid learning ashmas
possible. As the 32 VCV sequences were the santeifirst
15 series, the tests were administrated in the roafe
increasing visual information: AVJ providing more
information that AU, AVT more information than AVMNo
specific hypothesis was made about the AVF condiiio
relation to AVJ and AVT. Within each visual conditi, it can
be assumed that the association between soundnaagk i
would be more efficiently learned for high SNRs tti@anlow
ones. The subjects were thus divided in two grdopsssess
this hypothesis: group | subjects received thestesgith
increasing SNRs within each visual condition, wigiteup Il
subjects received the tests with decreasing SNRsnnéach
visual condition. The possible difference in thsules will be
used to test the implicit learning that occurs whemoise is
added.

The last series, made of stimuli never played sy in the
test, was used to assess the generalisation ediliti our
subjects, i.e. if they did learn tongue read and verify if
they did not learn the stimuli per se.



Table L Characteristics of the series of tests.

Stimuli Conditior [ISNR Gr_|SNR Gr |
AU +00 -9dB
bdgvzsellix\y +3dB  [+3dB
laiuyl/ AU —9dB +oo
AVJ +00 —00
bdgvzszell x]AV] +3 dB -9dB
laiuyl/ AVJ -9 dB +3 dB
AVJ —00 +00
AVT +00 —00
/bdgvzszell X]AVT +3 dB -9dB
laiuyl/ AVT -9dB +3 dB
AVT —00 +00
AVF +o0 —o
/bdgvzszell x]AVF +3 dB -9dB
laiuyl/ AVF -9 dB +3 dB
AVF —00 +00
bdgvzs v Wyt |9as |-0ds
x /e eol

3.4.The subjects

We have selected French subjects, with no knowririgeaor
non corrected sight losses, without prior expegeincspeech
organs study nor analysis. The subjects from grou@
females and 5 males, mean age 27.2 years) perfdireddsts
in the decreasing SNR order, while the subjects fgooup Il
(4 females and 7 males, mean age 26.9 years) petbthe
tests in the increasing SNR order. A complete tessien
lasted between 30 and 50 minutes.

4. Results

4.1. Informal comments

Before presenting the results in details, it is Wwort
summarizing the informal comments made by the swthje
Some reported that watching simultaneously the mews
of the lips and of the tongue was not easy; a plssi
compromise was to focus the gaze on the incis@®men
order to maintain the tongue in one side of thealiield of
view and the lips in the other side. Subjects regubalso that,
whenever the sound was present, even with a highl t&f
noise, they felt that the vision of the tongue vmad very
useful, but that in the video only condition (SNR), the
tongue was very helpful for recognizing the constnahe
last session (i.e. the generalisation test) wasnddeeasier
that the other series of test for the same comnditio

4.2.Main test

Figure 2 represents the mean identification scores, i.e. th
percentage of consonants correctly identified for 16 test
series, separately for the two groups of subjedtse first
that the results for the AU and AVF conditions acherent
with those obtained by [3] for comparable lips fcda
presentation conditions. An important remark ist thize
standard deviations of the scores may be rathge lawp to
13.4). Therefore, careful ANOVA analysis is reqdite draw
valid conclusions. We found that the scores of grtluare
higher than those of group | (significant differenc
F(1,10)=35.59, p<0.0001). All audiovisual condigsohave

significantly higher identification scores than th&U
condition.
The analysis has shown that the condition factsigsificant
for the three audiovisual conditions, and that titee
conditions are significantly different from eactet, with the
ranking AVF > AVT > AVJ. Note however, that the
individual differences for each SNR between the AVT
condition and the other two audiovisual conditiaare not
significant, with two exceptions.
We have also found that the scores for the AVF itamdare
significantly higher than those for the AVJ condiitifor each
SNR (p<0.05 for each pair, with one exception). Treisult
was initially not expected, since the articulatarformation
is the same in both conditions. It might be asditzethe fact
that the skin texture of the face provides a supptgary
source of information related to the redundant matf the
movements of the jaw, lips and cheeks. Anotherrpméation
would be that subjects prefer an ecological (ndiful@oking)
rendering to a cutaway presentation. It may also abe
consequence of learning of the limited set of slinas the
tests with the AVF condition are administrated rafteose
with the AVJ and AVT conditions.
An important conclusion is that the scores for theT
condition are not significantly higher than those the AVJ
condition. An interesting exception occurs forugpdl, when
no sound is present in the stimuli: in this cake, gcore for
the AVT condition is significantly higher than thédr the
AVJ condition (F(1, 10)=9.28 ; p<0.05), with a seor
difference of 18%. This is in agreement with théoimal
comments reported above.
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Figure 2 — Mean identification scores as a functidn
SNR (top: group I; bottom, group 1) for the diffate
conditions (from bottom to top): AU, AVJ, AVT, AVF.
The isolated diamond indicates the score for the
generalisation test.



4.3.Generalization test

As the same set of 32 VCV sequences was used firgh&5
series of the session, we had to verify that patth@ implicit
learning that may occur throughout the sessionngasiue to
the learning of the stimuli themselves rather thariongue
reading learning of. The generalisation test ainttegs at
verifying that the good scores obtained with theinmast
would hold with new stimuli never presented before.

The scores for the generalisation series usinffereint set of
vowels are significantly higher than the correspoganes of
the main test (AVT, SNR =9 dB) for both groups (group | :
F(1, 10)=23.68 ; p<0.001 ; group Il : F(1, 10)=8;92-0.01).
This finding seems to confirm the hypothesis thabjscts
acquire implicitly tongue reading skills during thest
session. This interpretation should however be idensd
with caution. Indeed, Benoi¢t al [11] have shown that
vocalic context influences the intelligibility ohé adjacent
consonants: the improvement of the score may thacs ke
ascribed to the fact the vocalic contexts used he t
generalisation tests would have facilitated thatifieation.
The conclusion that some implicit learning occuriedalso
supported by the fact that subjects in group Il owtould
benefit more from implicit learning as the wereygld the
audiovisuals stimuli with low SNRs first, performéebtter
than subjects in group I. Another argument is Hut that the
score difference between the two groups for thegsisation
test is not significant (F(1, 10)=0.61 ; p>0.44)cs& all the

subjects have had the same tests when starting the[1]

generalisation test.

5. Conclusions et perspectives

5.1.Conclusions

Using ecological audiovisual stimuli obtained bytolling a
virtual talking head from articulatory movementsasared on
a speaker, we performed an audiovisual test inrdodassess
the comprehension benefit that human subjects earfrgm
seeing the tongue in an augmented speech condifioa.
study has yielded the following results.

The identification scores of group Il are signifitig higher
that those of group I. This supports the idea ¢inatp Il has
benefited from a stronger implicit learning due the
presentation of the audiovisual stimuli with a clemund
before those degraded by noise. All audiovisualdd@ans
yield speech comprehension rates higher than thlsi
audio condition. The scores for all SNR levels rdok,each
group, with statistically significant differencesn the
following decreasing order : AVF, AVT, AVJ, AU. Feach
SNR, AVF is significantly better decoded than AVXieh
would mean that subjects prefer an ecological néngeo a
cutaway view of the talking head.

The AVT condition is not significantly better peieed than
the AVF condition, except when the audio signabfisent,
for the group Il, who benefited from a stronger licip
learning: in this case, the AVT score is higherl®% than
the AVJ score. This finding suggests thaigue readingcan
take over the audio information when this latter nist
sufficient to supplement lip reading. Moreover, te&tively
high identification score for the generalisatiosttas well as
the global performance difference between the ggaagems
to indicate that fast learning is possible.

Note that the similar study conducted very recehtyFagel
et al [6], using a less elaborate tongue model andhstiat
movements, arrived to similar conclusions.

These preliminary tests need to be complementedhdne
systematic ones, involving in particular measurésisual
attention, in order to confirm that our natural ldles for
tongue readingare weak, or simply dominated by those for
lip reading that are permanently practised righirfibirth.

and

5.2.Perspectives in rehabilitation

pronunciation training

speech

As a follow up of this study, we envisage to elatedearning
protocols to show that the acquisitiontofigue readingkills

can be fast and easy.

Our aims in the future are thus to use the augrdespeech
capabilities of our virtual talking head for apgtions in the
domains of (1) speech therapy for speech retarbigdren, as
more and more asked by speech therapists, (2)giEcend
production rehabilitation of hearing impaired chdd as
started by [4], and (3) pronunciation training feecond
language learners, as discussed by [12].
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