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Abstract—In this paper, the issue of audio source separation from a single channel is addressed, i.e., the estimation of several source signals from a single observation of their mixture. This challenging problem is tackled with a specific two levels coder–decoder configuration. At the coder, source signals are assumed to be available before the mix is processed. Each source signal is characterized by a set of parameters that provide additional information useful for separation. We propose an original method using a watermarking technique to imperceptibly embed this information about the source signals into the mix signal. At the decoder, the watermark is extracted from the mix signal to enable an end-user who has no access to the original sources to separate these signals from their mixture. Hence, we call this separation process informed source separation (ISS). Thereby, several instruments or voice signals can be segregated from a single piece of music to enable post-mixing processing such as volume control, echo addition, spatialization, or timbre transformation. Good performances are obtained for the separation of up to four source signals, from mixtures of speech or music signals. Promising results open up new perspectives in both under-determined source separation and audio watermarking domains.

Index Terms—Audio processing, speech processing, under-determined source separation, watermarking.

I. INTRODUCTION

URING the past 20 years, source separation has become one of the most challenging problems in signal processing. It can be stated as follows: source separation aims at estimating $J$ unknown source signals, $s_i[n], i \in [1,J]$, from $J$ observations of their mixtures $x_j[n], j \in [1,J]$. Blind source separation (BSS) [1], [2], where very little knowledge about the sources and the mixture configuration is available, has been intensively studied since the early 1990s. The generality of the blind approach makes BSS techniques relevant for many application areas such as medical engineering [3], [4], communications [5], or antenna processing [6]. The (over)determined case, i.e., when $J \geq I$, is generally processed using the assumption of mutual independence of sources.

The under-determined (or degenerate) case, where fewer observations than sources are available, is of particular interest in audio processing since, in the typical mono or stereo configuration, many instruments and voices are to be separated from only two channels. To achieve source separation when $J < I$, many relevant techniques are based on the use of sparse representations of signals [7]–[11]. The basic idea is that in each localized region of the time–frequency (TF) plane, one single source is supposed to be more active than the other sources. Therefore, most methods are based on the transformation of the mixture signals in the TF domain where the separation is processed. Short-time Fourier transform were used in [11] before estimating the mixing matrix in the sparse transformed domain using a potential-function-based method. The separation method for nonstationary signals introduced in [12] is based on TF distribution with the assumption that source signals are disjoint in the TF domain. Specific points of the TF plane corresponding to a single source are isolated and used to estimate the TF distribution of this source, from which sources waveforms are reconstructed. The Degenerate Unmixing Estimation Technique (DUET) BSS method was proposed in [7] to separate a large number of speech sources using a two-channel mixture. The disjointness of source signals in the TF plane enables to determine the mixing parameters, and then to perform a relevant masking of the mixture’s decomposition in the TF domain to estimate the source signals. This technique is assumed to be adapted to speech signals, particularly sparse in the TF domain. Another sparsity-based approach is introduced in [8] which addresses the problem of BSS of convolutive speech mixtures with a two-stage process. Hierarchical clustering is first used to estimate the mixing system, before sources are estimated under L1-norm minimization constraints. In [9], a Bayesian method was used to model the source signals using a sparse linear combination of modified discrete cosine transform (MDCT) atoms and a Markov hierarchical modeling to recreate the harmonic structure of sound signals. Note that, the under-determined case is also processed using the Computational Audio Scene Analysis (CASA) approach (see, e.g., [13] for an overview).

In the present study, we focus on audio source separation of linear instantaneous mixtures in a very specific configuration: in addition to the (single channel) observation of the (linear) mixture signal at the separation level (so-called here the decoder), source signals are assumed to be available at the mixing level (so-called here the encoder). This is quite an original and, at first sight, surprising configuration in the source separation framework, but not unnatural, since in some key audio applications, mixing and demixing can be processed separately by cooperative users. For instance, we address the audio-CD configuration:
in a recording studio, the different tracks [corresponding to the different instruments and singing voice(s)] are recorded separately, and are then mixed in a very controlled way. At home, an end-user only has the mix signal available on a CD (actually, two stereo channels are available but the exploitation of stereo is not considered in the present paper). The objective is there to enable the separation of the different elements of the audio scene, so that they can be manipulated separately: for example, the volume, the color and the spatialization of an instrument can be modified. This is an old dream of music lovers, that can be referred to as active listening.

In this paper, we propose a first approach to address this original problem at both coder and decoder levels. This method is based on the original combination of source separation with another major domain of signal processing, namely watermarking. Audio watermarking consists of embedding extra information within a signal in an inaudible manner. It is mainly dedicated to digital rights management (DRM). For instance, data identifying the designer or the owner of a digital media can be embedded by watermarking [14]. Extracting the watermark enables to prove the authenticity of the media. Since malicious users may try to remove or modify the watermark to appropriate the media, the embedding process is specifically designed to be robust against attacks such as compression, scaling, or filtering [15], [16]. More recently, another type of watermarking emerged, using a signal as a channel for data transmission [17]. Properties of the host signal, known at the transmitter, can be used to increase the performances of the watermark detection at the decoder: the watermark is fitted to the host signal to optimize the data transmission rate while remaining inaudible. New applications of watermarking for data transmission have appeared, such as audio signal indexation [18], improvement of transmission systems [19], or document identification for broadcast monitoring [20]. Constraints on robustness and embedding capacity of the watermark are here different from DRM watermarking.

In the present study, we are closer to watermarking for data transmission than to watermarking for media protection. We take advantage of the knowledge of source signals at the encoder to extract a set of descriptors from these signals (see Fig. 1). These descriptors consist in parameters that describe the structure of the source signals, or their contribution to the mixture. This information is embedded into the mix signal using a high-capacity watermarking process. This technique exploits the defaults of the human hearing system to insert the information into TF coefficients of the mix signal. At the decoder, the source descriptors are extracted from the mix signal, and then used for the separation process. Since the method exploits the knowledge of unmixed signals, the corresponding framework can be labeled as “informed source separation” (ISS), as opposed to BSS.

This paper is organized as follows. Section II is a general overview of the method. In Section III, a deepened description of the technical implementation is given, for each functional block of the system. Results of speech and music signals separation are given in Section III. Finally, some perspectives are presented in Section IV.

II. GENERAL OVERVIEW OF THE SYSTEM

As already mentioned in the introduction and seen in Fig. 1, the general principle of the proposed ISS method is based on two main structures, a coder and a decoder. A more detailed functional schema is given in Fig. 2. In this section, a general overview of the entire system is given before presenting each functional block in details in the next section.

At the coder, the source signals $s_i[n], i \in [1, I]$ are assumed to be available, in addition to the mix signal $x[n]$. Therefore, characteristic parameters can be extracted from each source signal $s_i[n]$ and coded (block 4). These parameters are referred to as descriptors (as introduced in Section I), and they will be accurately defined in Section III-D. These descriptors are then embedded into the mix signal (block 5), using a “high-capacity” quantization-based watermarking technique (Section III-C). At the decoder, only the (watermarked) mix signal $x_W[n]$ is available. The descriptors are extracted from $x_W[n]$ using quantization again and decoding (blocks 11 and 12), before being used to separate each source signal from the mix signal (block 13). This is the heart of the process that will be described in details in Section III. Since the source signals generally strongly overlap in the time domain (TD), the separation process has to take place in a much sparser domain, i.e. a domain where each source is described by a sparse representation, that enables much less inter-source overlapping. This is the purpose of the time–frequency (TF) decomposition at the inputs of the coder (blocks 1 and 1') and at the input of the decoder (block 8). The dual operation, TF-to-TD synthesis, is done at the output of the coder (block 6) to provide the time
samples of the watermarked mix signal. These samples are converted to the audio-CD format (16-bit uniform quantization at block 7, see Section III-C). The synthesis is also done at the outputs of the decoder (blocks 14) to reconstruct the estimated source signals from separated TF coefficients. The TF decomposition/resynthesis processes are described in Section III-A. Because of the need for a high embedding capacity and for a compact representation of descriptors, the TF coefficients are gathered into groups of neighboring coefficients: this is the molecular grouping of blocks 3, 3’, and 10 (described in Section III-B and exploited in Section III-D). Finally, the role of the additional quantization blocks 2 and 9 will be detailed in the following. It can be seen from this general overview that the source signals characterization, the watermarking process, and the separation process are all carried out in the transformed domain.

III. INFORMED SOURCE SEPARATION

In this section, we describe in details each functional block of the proposed ISS system. Note that when the role of a block is similar at the coder and at the decoder, it will only be described once for concision. The articulation between blocks has been given in the previous section.

A. Sparse Decomposition

The signals to be segregated are issued from several voices and/or instruments playing a piece of music, and as a consequence, the different source signals that compose the additive mixture generally strongly overlap in the time domain. Also, audio sources can be nonstationary and have a large spectral variability, so that their respective contributions in the mix strongly depend on both time and frequency. A relevant transform domain is thus necessary to facilitate the separation process. As mentioned before, sparse decompositions such as TF decompositions appear to be particularly adapted to the case of under-determined audio source separation. Remind that we address here an extreme under-determined configuration with a single observation of the mixture available. For all these reasons, a TF decomposition is first applied to all signals. At the encoder, this decomposition is separately applied to each source signal (blocks 3’ of Fig. 2) and to the mix signal (block 1) in order to extract the descriptors of each source and to embed them into the mixture. At the decoder, the decomposition is applied to the mix signal (block 8) to extract the descriptors and process the separation.

The modified discrete cosine transform (MDCT) [21] has been selected as the TF decomposition, for its ability to concentrate the energy of audio signals into limited regions of the TF plane, i.e., into few coefficients. This property, already exploited in audio coding, is expected to be useful for source separation. Since the MDCT is a linear transform, the source separation problem initially stated in the time domain is directly transposed in the transformed domain (i.e., the mixture remains linear). The chance sources have disjoint supports in the transformed domain is increased by the sparsity of this representation.

The MDCT is a discrete cosine transform applied on short overlapping signal frames. For a block of \( W \) consecutive samples of a signal \( x[n] \) (beginning at \( t \times W/2 \), \( t \) being an integer
method developed in the present paper specifically addresses this problem by using extra information on source signals that can be inserted into the mixture.

B. Molecular Grouping

The embedding of descriptors information into the mixture signal is made in the TF domain. As further detailed in Section III-D, the descriptors of source signals used for separation generally require a large embedding capacity from the host signal to be encoded with enough precision. Because of that, both the descriptors and embedding process cannot be defined at the level of a single MDCT coefficient. In other words, the contribution of the different sources to a given MDCT coefficient cannot be embedded into this MDCT coefficient alone. Therefore, we propose to gather MDCT coefficients into what is here referred to as molecules, after [26], [27], and [28]. A molecule of a signal $x$ is a group of MDCT coefficients $m_q^f[f]$ located in the same neighborhood in the TF plane. Following the notations of Section III-A, a molecule $M_{pq}^t$ located at the so-called molecular frequency and time bins $(p, q)$ in the TF plane is defined by

$$M_{pq}^t = \{m_q^f[f]\}_{f \in [P-1,1]}_{t \in [T-1,T]}
$$

where $T$ and $F$ are the size of $M_{pq}^t$, in time bins $t$ and frequency bins $f$, respectively (see Fig. 3). Hence, a molecule is the elementary pattern from which the source signals descriptors used in the separation process are defined and computed. Molecular grouping is thus applied to each source signal (blocks 3’). A molecule is also chosen to be the elementary support of the watermark process. Molecular grouping is thus also applied to the mixture signal (block 3 of the encoder and block 10 of the decoder). In other words, the description, watermarking, and separation processes are all carried out on MDCT coefficients at the molecule level. The larger a mix signal molecule is, the larger is its watermarking capacity, and thus, the more information on source descriptors can be inserted into this molecule. Conversely, too large molecules cannot provide a good resolution for the description and thus the separation of overlapped source signals. Therefore, a tradeoff between watermarking capacity, descriptors accuracy, and quality of source separation needs to be found when setting the values of $T$ and $F$.

C. Watermarking Process

Even though watermarking is used in an original way in ISS, it has to verify the following basic principles: being imperceptible to human ear, being exactly retrievable at the decoder, and being resistant to attacks. In the specific context of ISS, for instance for the audio-CD application, we consider that the system does not have to cope with intentional malicious attacks. Since the purpose of the inserted watermark is to help to separate source signals, a user has no interest in damaging the watermark, contrary to the DRM case. The conversion to the audio-CD format is the only “attack” to be considered. This conversion corresponds to a 16-bit linear quantization of the time samples of the watermarked mixture signal (block 7 of Fig. 2). This leads to a slight modification of the corresponding MDCT coefficients.
modification of the reference level to an arbitrary “up-level” on the grid $Q_2(l, f)$ within the close neighborhood of the reference level (“sub-sampling” from grid $Q_2(l, f)$ to $Q_1(l, f)$ must lead to retrieve the reference level). This up-level is completely determined by the watermark code, as illustrated on Fig. 4. Hence, the embedding capacity of each MDCT coefficient at frequency $f$ and within the $l$th block is given by

$$C(l, f) = R_2(l, f) - R_1(l, f).$$

(4)

This capacity does not depend on $l$ (within the current $L$-block). The capacity of a $T \times F$ molecule $M_{pq}^c$ is thus,

$$C_M(l, p) = T \times \sum_{f \in P} C(l, f),$$

$$P = \lfloor (p - 1)F, pF - 1 \rfloor.$$  

(5)

Equation (4) clearly shows that, to maximize $C(l, f)$, $R_1(l, f)$ has to be minimized and $R_2(l, f)$ has to be maximized. However, the inaudibility of the watermark induces a lower bound for $R_1(l, f)$, and the robustness to audio-CD format conversion induces an upper bound for $R_2(l, f)$. $R_2(l, f)$ has indeed to be high enough so that the $Q_2$-quantization of MDCT coefficients has no consequence on the audio quality of the mixture. To ensure this quality, the scale factor $A(l, f)$ is determined for each frequency bin $f$ and each time block $l$ from the maximum absolute value of the MDCT coefficients on the block: $m_{\text{max}}^c(l, f) = \max_{l \in \{l-1, l, l+1\}} \{|m(l, f)|\}$. This ensures optimal dynamics of the signal inside the quantization grid. Given this adaptive scale factor, the reference resolution $R_1(l, f)$ is set to a fixed value in the present study, for simplicity purpose. To set this resolution, extensive listening tests were processed on a large set of various speech and music signals. Eight-bit quantization of MDCT coefficients proved to have no audible consequences on the quality of resynthesized time signals, and provided signal-to-quantization noise ratios of about 40 dB for speech and music signals. Therefore, we chose $R_1(l, f) = R_1 = 8$ bits for every frequency bin $f$ (and every block $l$). Note that this resolution is quite comfortable regarding the standards used in transform-based compression algorithms, like MPEG for example. This suggests the possibility for a significant improvement of the embedding capacity in a future work. An adaptive resolution $R_1(l, f)$ may be determined for each signal frame using a psychoacoustic model since less precision is needed for high frequencies than for low frequencies.

As for the $Q_2$-quantization, it has to be resistant to the audio-CD format conversion. Indeed we remind that the time waveform of the watermarked signal is quantized using a 16-bit uniform quantizer at the final block of the coder. For the watermark to be correctly retrieved, the $Q_2$-quantization of the MDCT coefficients of the watermarked signal (block 11 of the decoder in Fig. 2) must provide the same result as the $Q_2$-quantization of the MDCT coefficients at the coder (block 5 in Fig. 2, i.e., before the 16-bit time-domain quantization). This results in an upper limit for $R_2(l, f)$. This conversion can indeed be considered as the addition of a uniform additive noise in the time domain. In the MDCT domain, this noise is observed to be approximately white Gaussian, in compliance and thus a possible damaging of the watermark. Even though it must be taken into account, this attack has very limited effects in comparison to classical attacks against DRM watermarks. That is why we focus on a (low robustness) high embedding rate method, to encode the source signal descriptors. We select a quantization-based watermarking method inspired by [29], in which the inserted message is carried by a modification of quantization levels of the host signal. The performances of this technique approach the theoretical bounds established in [30].

In the present study, the quantization principle is applied to the MDCT coefficients of the mixture signal. We take advantage of the fact that MDCT coefficients can be quantized with a quite coarse resolution without noticeable deterioration of the perceptual quality of the resulting time signal. This principle is exploited in compression algorithms such as MPEG [31]. In the proposed method, the watermark is embedded into MDCT coefficients using two uniform scalar quantizers, denoted $Q_1$ and $Q_2$. Actually, only $Q_2$ is used for practical quantization of MDCT coefficients in the system (as shown in Fig. 2, block 5). $Q_1$ is used as a virtual reference to simplify the presentation. We remind that a scalar quantizer is defined by two parameters: its resolution $R$, directly related to the number $2^R$ of quantization levels, and its scale factor $A$ which is the maximum amplitude of the signal to encode. The quantization step between two successive levels is $\Delta = 2A/2^R$, and the value of the $k$th level is $-A + k \times \Delta$, $k \in [0, 2^R - 1]$. $Q_1$ and $Q_2$ have respective resolutions $R_1 < R_2$, and a common scale factor $A$ (actually, the grids $Q_1$ and $Q_2$ are intertwined, as illustrated on Fig. 4). As the behavior of MDCT coefficients appears to be particularly dependent on their spectral location, the quantizers are defined for every frequency bin $f$. They are also updated every $L$ time frames of signal (typically every 1.5 seconds; hence, we take $L = 256$), to take into account the nonstationarity of audio signals. Therefore, in the following, all quantizer parameters are functions of $f$ and $l$ which indexes the current $L$-block of time frames.

Watermarking a MDCT coefficient consists in the following process: the coefficient is first virtually quantized using the reference grid $Q_1(l, f)$. The watermarking corresponds to the

\[A(l, f) = \Delta_1(l, f)\]

\[\Delta_1(l, f)\]

\[\Delta_2(l, f)\]

\[\sigma_{16} \]
with the central limit theorem. Its standard deviation $\sigma_{16}$ is independent of $f$ (and $t$), and it has been determined on a large database of music and speech signals. We assume that the amplitude of the maximum deviation of MDCT coefficients caused by the time-domain quantization remains lower than $4\sigma_{16}$. For the watermark to be preserved after audio-CD format conversion, the quantization step $\Delta_2(t, f) = 2A(t, f)/2R_2(t, f)$ has to verify

$$4\sigma_{16} < \frac{\Delta_2(t, f)}{2}. \quad (6)$$

Hence, the following condition on $R_2(t, f)$

$$2R_2(t, f) < \frac{A(t, f)}{4\sigma_{16}}, \quad (7)$$

As shown in the result section, this condition generally enables significant embedding capacity, since the power of the 16-bit quantization noise is low.

Contrary to audio coding algorithms, in the proposed source separation method the quantizer parameters are not transmitted to the decoder, although they are necessary for the extraction of the source descriptors. As shown below, the quantizers parameters can be retrieved from the watermarked mix signal, despite of the modification of the MDCT coefficients by the watermark. This enables to allocate all the embedding capacity to the source signals descriptors. Actually, only the scale factor $A(t, f)$ has to be retrieved since $R_3$ is fixed and $R_2(t, f)$ is specified by (7). To ensure that the decoding of the watermark is correct, for each frequency bin $f$ and each time block $I$, $A(t, f)$ has to be the same at the coder and at the decoder. However, the value of $m_{\text{mix}}(t, f)$, which determines $A(t, f)$, is modified by the watermarking process, as any other MDCT coefficient. A solution to this problem is to use a scale factor quantizer $Q_A(f)$, at both the coder (block 2 of Fig. 2) and the decoder (block 9) levels. This quantizer has a lower resolution than $Q_2(t, f)$ so that the $Q_A$-quantization of $m_{\text{mix}}(t, f)$ is robust to the watermark. The result of this quantization is used as the scalar factor. Thus, a 6-bit quantizer $Q_A(f)$ is chosen, which is 1) known at both the encoder and the decoder, 2) defined for each frequency bin $f$, but independent of time, and 3) insensitive to the watermarking process. $Q_A(f)$ has been determined from a large set of music and speech signals (about 1000 speech files from TIMIT [32] and about 10 minutes of music signals of various musical styles extracted from audio-CDs).

D. Source Signals Descriptors and Their Use for Separation

In the method described throughout this paper, the watermark embedded into the mix signal contains descriptors of the source signals which are used for the separation process. The descriptors are defined at the molecule level. Two different sets of descriptors are used to describe a molecule of source signal depending on the embedding capacity of the corresponding molecule of the host mix signal (i.e., the molecule with same coordinates in the TF plane). In the case of a poor capacity, the descriptor of a given source is a single parameter that characterizes the local contribution of this source to the mixture, in terms of energy. In the case of a larger embedding capacity, the descriptors are a set of parameters directly encoding the source signal independently of the mixture. In the following, we specify the descriptors definitions in both cases.

In the case of a poor capacity, the descriptor of the source signal $s_i$ is defined as the energy ratio between a molecule of $s_i$ and the corresponding molecule of the mix $x$

$$E_{s_i/x}(p, q) = \frac{\sum_{(f,t)\in[p\times q]} |m_f^p|^2}{\sum_{(f,t)\in[p\times q]} |m_f^x|^2}. \quad (8)$$

This ratio is quantized to $\hat{E}_{s_i/x}(p, q)$ using a scalar quantizer and the resulting index is embedded as watermark information into the mix molecule $M_{pq}^x$ (block 5 of Fig. 2) using $Q_2(t, f)$. At the decoder, the descriptor is extracted and decoded at blocks 11 and 12. The molecule $M_{pq}^{s_i}$ of the source signal $s_i$ is then reconstructed (block 13) by the corresponding mix molecule $M_{pq}^x$ weighted by (8) according to

$$\hat{M}_{pq}^{s_i} = M_{pq}^x \times \sqrt{E_{s_i/x}(p, q)} \quad (9)$$

This is done for each molecule of each source signal. Therefore, the separation is based here on molecular energy segregation.2 Note that the resolutions of descriptor quantizers are determined using the bit allocation tables presented in the next subsection. The scale factors are quantized using a 6-bit uniform quantizer known at both coder and decoder. The result is transmitted via watermarking because this information characterizes individual source signals, and it cannot be retrieved from the mix MDCT coefficients at the decoder. The cost of this additional embedding is assumed to be very low in comparison to the cost of descriptors, since those parameters are encoded only once in a given $L$-block of signal.

In the case several sources overlap, the shape3 of the mix molecule can be quite different from the shape of the source molecule it is supposed to reconstruct. For this reason, if $C_M(f, p)$ is large enough, additional information describing the shape of source molecules is embedded. Coding the shape of a molecule would ideally correspond to code the amplitude of each of its MDCT coefficients. However, the required capacity is much larger than $C_M(f, p)$. Hence, we use vector quantization techniques (actually matrix quantization techniques) [33]: molecule prototypes are used as shape descriptors to strongly reduce the coding cost of these descriptors (compared to individual MDCT coefficient coding). Codebooks (of matrix) prototype shapes have been designed for each molecular frequency bin $p$ using the Linde–Buzo–Gray algorithm [34] applied on a large training database of signal molecules (see Section IV-A). Note that these codebooks are adapted to a given instrument, or a given type of voice, using a corresponding database for training. This is expected to provide an improvement of separation results as in, e.g., [35]. For each kind of source signal (i.e., each voice and each instrument) a set of codebooks $D_i = \{D_i^p(p)\}, i \in [1, I], r \in [6, 10], p \in [1, 1, W/2^L]$ of different sizes $2^r$ is computed for each molecular frequency bin $p$. The shape descriptor

2A similar constant-power processing on regions of MDCT coefficients has been considered in the Gaussian models-based source separation method of [24], but on the frequency axis only, hence sub-bands processing, instead of TF molecules.

3The shape of a molecule is defined as the normalized set of amplitudes of the MDCT coefficients composing this molecule.
of a source molecule is the closest prototype shape in the corresponding codebook, according to the Euclidean distance. The codebooks are assumed to be known at the decoder, and the index of the prototype in the codebook is embedded as shape information (blocks 4 and 5). To increase the coding efficiency in term of quality/bitrate ratio, molecules are normalized before coding (hence, all codebooks contain normalized prototype molecules). A molecule \( M_{pq}^{s} \) with mean (across the MDCT coefficients of the molecule) \( \mu_{pq}^{s} \) and standard deviation (ident) \( \sigma_{pq}^{s} \) is normalized by

\[
N_{pq}^{s} = \frac{M_{pq}^{s} - \mu_{pq}^{s}}{\sigma_{pq}^{s}},
\]

(10)

Additional descriptors \( \mu_{pq}^{s} \) and \( \sigma_{pq}^{s} \) are encoded separately, as in, e.g., [36], to provide a molecule descriptor, the parameters of the additional mean/standard deviation quantizers are transmitted via watermarking once for each L-block. At the decoder, if \( \hat{N}_{l} \) denotes the molecule of the shape codebook \( D_{i}(p) \) closest to \( N_{pq}^{s} \), \( M_{pq}^{s} \) is estimated by (blocks 12 and 13)

\[
\hat{M}_{pq}^{s} = \hat{N}_{pq}^{s} \times \hat{M}_{l} + \tilde{M}_{pq}^{s},
\]

(11)

Note that in this case, the decoding and estimation of a source molecule is a simple process.

Finally, the source signals are reconstructed from the estimated source molecules by applying inverse MDCT (block 14, see Section III-A).

E. Bit Allocation

Distributing the embedding capacity (5) among the different descriptors is a complex optimization problem. It depends on the number of sources to separate, their nature (an instrument and a speech signal may not need the same amount of data to be accurately described), the nature of the descriptors, and their required coding accuracy. Moreover, limits to the size of codebooks must be taken into account, since too small a codebook cannot efficiently represent the shape of a molecule, while too large a codebook would considerably increase the coding/decoding computational cost. In the present study, a series of bit allocation tables were determined empirically for different separation configurations, and validated by listening tests. For each configuration, the number of sources to separate from the mixture is fixed for the entire mixture signal. This number, as well as the corresponding bit allocation tables, are assumed to be known at both the encoder and the decoder.

Table I is an example of bit allocation tables designed for the separation of 2 to 4 signals with molecules of size 2 x 4. M, G, and S, stand for the mean, the gain (standard deviation), and the shape in (11), respectively. When (8) is used, it is also denoted by G. In the case of molecule split, G is the energy ratio for the sub-molecule with lower frequency, and \( G' \) is the energy ratio for the sub-molecule with higher frequency. \( N_{S} \) is the number of source signals to separate.

<table>
<thead>
<tr>
<th>C_{AL}/NS</th>
<th>2 signals</th>
<th>3 signals</th>
<th>4 signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>8</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>8</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>9</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>22</td>
<td>9</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>23</td>
<td>9</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>10</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>8</td>
<td>-</td>
</tr>
</tbody>
</table>

For a high capacity, within the range 14–26 bits (for 2 signals), 14–20 bits (for 3 signals), or 12–16 bits (for 4 signals), the mean-gain-shape (MGS) descriptors of (11) are quantized. The upper bound results from the limitation of both the shape codebooks size and the total embedding capacity. Between 7 or 8 and 11 or 13 bits, it was found relevant to split each 2 x 4 molecule into two 1 x 4 molecules and to allocate half of the embedding capacity to encode an energy ratio descriptor for each of the two sub-molecules.

Note finally that the streaming of embedded data among the MDCT coefficients of a molecule is a trivial task and is not detailed here.
and 44.1-kHz music signals with voice singing voice.

A. Data and Performance Measurements

The quality of separated sources has been assessed by both signal-to-noise power ratios between input and output of the separation process, where signal is the source signal $s_i$ to be separated, at the input Noise is the sum of all other signals in the mixture $\sum_{k \neq i} s_k$, and at the output noise is the difference between the original signal $s_i$ and estimated source signal $\hat{s}_i$

$$\text{SNR}_{\text{in}} = 10 \log_{10} \left( \frac{\sum_n (s_i[n])^2}{\sum_n (s_k[n])^2} \right)$$
$$\text{SNR}_{\text{out}} = 10 \log_{10} \left( \frac{\sum_n (s_i[n])^2}{\sum_n (s_i[n] - \hat{s}_i[n])^2} \right)$$

and for each source

$$\text{ISNR} = \text{SNR}_{\text{out}} - \text{SNR}_{\text{in}}$$

B. Molecule Size, Embedding Capacity, and Bit Allocation

Concerning the size of a molecule, a tradeoff has to be found between a sufficient capacity that enables to encode descriptors properly, and a correct resolution in the TF domain. Table III shows the separation results obtained for five different sizes of molecule, containing from 8 to 16 MDCT coefficients. For this experiment, only the unquantized version of (8) was used as a source descriptor, since we only test the “separation power” of the molecular decomposition. A $2 \times 4$ molecule size appears to be the best tradeoff. Results are slightly lower for a $4 \times 2$ molecule, which confirms the importance of spectral dynamics for audio signals.

The top figure of Fig. 5 gives an example of embedding capacity (4) for each MDCT coefficient as a function of frequency bin $f$, obtained on a $L$-block of signal ($L \approx 1.5$ s), in the case of a mixture of four musical source signals. The figure below gives the resulting capacity (5) of a $2 \times 4$ molecule. As for many music signals, most of the energy of the mixture is located in a specific frequency range, mostly the low frequencies. This results in a large embedding capacity, up to about 60 bits per molecule. In higher frequencies, fewer bits are available to insert the watermark (although in this example energy and capacity have a local rise around 9 kHz). In high frequencies, the human ear is less sensitive, and source signals can be represented with a lower accuracy. Thus, the ratio between the accuracy of the separation information to be embedded and the embedding capacity is satisfied along all frequency bins.

Fig. 5 also shows the corresponding results of the bit allocation for the descriptors, in the case of the separation of three signals from the 4-source mixture, using the bit allocation table of Table I (note that the three sources are allocated the same amount of bits; in a future work, bit allocation may be adapted to each kind of source signal). As a result of the energy distribution, shape codebooks are used to describe low frequencies molecules, here from 0 to 2 kHz (molecular frequency bin 12), and also the medium frequencies around 8 to 10 kHz (molecular frequency bin 47 to 58). From 2 to 8 kHz and then from 10 to 16.5 kHz the embedding capacity only allows to encode the gain of 1 x 4 sub-molecules (see Section III-E). From 16.5 to 19.5 kHz (bin 96 to 114), only the gain of full $2 \times 4$ molecules can be encoded, and for higher frequencies, no information on the source signals can be embedded. Above 15 kHz, it is likely
that signal components are very low and thus inaudible, hence source separation may not be necessary.

Table IV shows the total capacity for several music and speech mixtures, summed over frequencies, and averaged over time. Hence, we obtain average watermarking bitrates. Rates of about 140 to 180 kbits/s are obtained for music and rates over 70 kbits/s are obtained for speech mixtures. These rates confirm the possibility to embed a large amount of information into audio signals.

C. Complete Separation System

In this section, we report separation results obtained with the complete system. Note that it was verified that watermarking MDCT coefficients with $Q_2(l, f)$ does not impair the audio quality of the mix signal (this is not surprising since it was the case with $Q_2(l, f)$ in which $Q_2(l, f)$ is entwined). A first series of tests were processed to quantify the effects of using codebooks on separation results. A comparison was made between two configurations: in the first one, only the energy ratio descriptor (8) is used for all molecules, even if the embedding capacity is high (the ratio is then simply quantized with more accuracy). In the second configuration, all descriptors defined in (8) and (10) are used, and the embedding capacity is allocated according to Table I. Table V provides the results obtained for these two configurations [energy ratio (ER) versus mean-gain-shape (MGS)], for the separation of four music signals from their mixture, and for the separation of two speech signals from a mixture of two female and two male speakers. In each case, two different test signals were used, with a duration of approximately 8 s each. Table V exhibits ISNR scores from about 7 dB up to about 20 dB depending on the configuration, hence a good separation of both speech and instrument source signals. Listening tests performed in the ER configuration reveal remaining interferences on the separated sources. Table V proves the significant improvement obtained by using shape codebooks, with an average ISNR increase across configurations of 4.5 dB (from +2.2 dB for the piano which is the instrument with the “sparsest playing,” to +7 dB and +7.2 dB for the drums and the bass, respectively). This gain results in a very significant improvement in the quality of separated signals.

Now that the interest of using codebooks has been clearly assessed, we present extended results within the functional configuration of the proposed system (variable MGS allocation using Table I). Table VI gives the separation performance of the presented method for different settings. Two to four signals are separated among mixtures of three or four source signals. Hence, this table illustrates the influence of the number of sources in the mixture and the number of sources to separate. Note that the more numerous the source signals in a mixture, the lower their input SNR, and the bigger the risk these sources overlap in the TF plane. For the mixture of three sources, the input SNR is $-1.9$ dB, $-5.8$ dB, and $-1.8$ dB, for the bass guitar, the drums and the piano, respectively, but when the singing voice is added with an input SNR of $-1.1$ dB, the input SNRs of the other sources decrease to $-5.8$ dB, $-9.0$ dB and $-5.7$ dB, respectively.

The main result emerging from Table VI is a good separation for all sources and from every mixture, including the most challenging case of 4 sources from a 4-source mixture. In this latter case, ISNRs range from 11.7 dB for the singing voice (this lowest ISNR is mainly due to a relatively high input SNR compared to other sources) to 19.7 dB for the drums (which have the lowest input SNR). ISNR scores for the other instruments are

---

**Table IV**

<table>
<thead>
<tr>
<th>mixture</th>
<th>3I+1S</th>
<th>3I</th>
<th>2I+1S</th>
<th>2I</th>
<th>1I+1S</th>
<th>4S</th>
<th>3S</th>
<th>2S</th>
</tr>
</thead>
<tbody>
<tr>
<td>capacity (kbits/s)</td>
<td>177.5</td>
<td>159.6</td>
<td>181.4</td>
<td>178.6</td>
<td>144.0</td>
<td>73.0</td>
<td>72.3</td>
<td>73.3</td>
</tr>
</tbody>
</table>

**Table V**

<table>
<thead>
<tr>
<th>Mix</th>
<th>Signals</th>
<th>ISNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER</td>
<td>MGS</td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td>Bass</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>Voice</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>Drums</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>Piano</td>
<td>12.1</td>
</tr>
<tr>
<td>Speech</td>
<td>Female1</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>Male1</td>
<td>9.3</td>
</tr>
</tbody>
</table>
14.3 dB and 16.8 dB. For the case of three sources to be separated from the same 4-source mixture, ISNR scores range within 15–22.3 dB. The noticeable increase for both output SNRs and ISNRs from the separation of four sources to the separation of three sources (from $3I + 1S$) reveals the influence of sharing the embedding capacity between sources. Altogether, those results demonstrate a substantial separation, despite the difficulty of the task. Obviously, this is made possible by the informed aspect of the separation which ensures a good coding of the source signals, as opposed to usual source separation systems. An additional illustration is given in Fig. 6, which provides the four original and separated waveforms in the “4 out of 4” configuration. This figure shows that the separated waveforms are very close to the corresponding original waveforms.

The good separation is confirmed by listening tests, that show a very good rejection of competing sources: each instrument is clearly isolated. Of course, the quality is not perfect, and some level of musical noise remains (more or less significant, depending on the source signal and on the number of sources to separate: for instance, the musical noise is lower for three sources than for four sources to separate). However, those results provide a very promising basis for the active listening application: separate signals can be added (up to a reasonable extend) and even subtracted from the mixture, directly in the time domain. The resulting quality of the “remastered” mixture is quite encouraging even if it is still far from transparency (i.e., as it would result from direct remastering of original source signals). The isolated source signals can be clearly enhanced or canceled, and the musical noise appears to be partly masked by the mixture. Sound samples for both “3 out of 4” and “4 out of 4” configurations (and also “2 out of 4,” see below) can be downloaded at http://www.icp.inpg.fr/~girin/WB-ISS-demo.rar. The package includes original and watermarked mixtures, and original and separated source signals. All signals are correctly scaled so that the interested reader can directly process its own remastering using the mixture signal and separated sources.

As for the other settings, analyzing Table VI into more details shows an improvement of the ISNR scores from the extraction of two or three sources from a 3-source mixture ($3I$) to the extraction of the same sources from a 4-source mixture ($3I + 1S$). This is mainly due to a drop of input SNRs with a larger number of sources within the mixture (see above). On the other hand, output SNRs are approximately the same for the separation of two or three sources from $3I$ and from $3I + 1S$. Observations made during the tests provide two explanations for this latter result: either the embedding capacities for the $3I + 1S$ mixture and the $3I$ mixture are similar, or the embedding capacity for $3I + 1S$ is larger but the descriptors coding accuracy reaches an upper limit (e.g., the limitation in codebooks size). This also explains the currently low (but real) increase of output SNRs, and corresponding modest increase in signal quality, from the separation of three sources to the separation of two sources (see Table VI and the samples). This suggests that using larger codebooks, or more refined coding schemes, when the number of sources to separate is small compared to the overall embedding capacity would result in better separation results. Note that in the case of the audio-CD application, the separation of more than two or three sources is targeted. Hence, we do not focus on improving the separation quality of a small number of source signals, but we rather tend to increase the number of sources to separate. However, the large room for improvement in the “2 out of 4” case is a very encouraging and reassuring point
within the audio-CD framework, since a very basic way to exploit stereophony would be for example to embed one different pair of sources in each channel and use the knowledge of the mixture process to control the contribution of each source signal in both channels, leading to four high-quality separate source signals. This principle is valid for a larger number of sources as long as their single-channel coding quality is satisfying. This is part of our future works.

V. CONCLUSION

The separation approach described in this paper does not belong to classical source separation methods. Contrary to the BSS framework, in the ISS, source signals are available before the mix is processed, and specific (but important) applications such as audio-CD “active-listening” are targeted. In the present study, promising preliminary results on speech and music signals separation from a single-channel mixture have been reported.

Many improvements can be made to the proposed method. Future work will first focus on a larger range of music instruments to separate. In the audio-CD application, codebooks could be learned using the source signals later mixed into the tracks of the CD (i.e., training data = test data), whereas in the present study, test signals were not included in the codebooks training set. A better reconstruction of each source signal is then expectable. Also, the use of refined TF decomposition algorithm such as molecular matching pursuit [27], [28] and/or multi-resolution decomposition will also be considered to better take benefit of both the audio signals sparsity and the properties of the auditory system, and provide a more accurate separation. Those decomposition techniques can be combined with refined strategies for source signal coding (including variable bit allocation among the sources) depending on the local composition of the mixture in the TF plane and not only on the local capacity, as was the case in the present work. As for the watermarking part, a psychoacoustic model will also be used to determine the resolution of quantizer $Q_I(I,f)$ for every $I$-block of the mixture signal. This is expected to significantly increase the embedding capacity. Finally, the ISS framework can be extended to the multichannel source separation framework, beginning with the stereo case for the audio-CD application. Beyond the basic schema mentioned at the end of Section IV-C, the combination of the proposed source coding/watermarking method with spatial processing inspired from, e.g., [7], [11], and [25] is a promising trail that is currently being investigated.
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