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Abstract
We present here our efforts for characterizing the 3D movements of the right hand and the face of a French female during the production
of manual cued speech. We analyzed the 3D trajectories of 50 hand and 63 facial fleshpoints during the production of 238 utterances
carefully designed for covering all possible diphones of the French language. Linear and non linear statistical models of the hand and
face deformations and postures have been developed using both separate and joint corpora. We implement a concatenative audiovisual
text-to-cued speech synthesis system.

1. Introduction

Speech articulation has clear visible consequences. If
the movements of the jaw, the lips and the cheeks are im-
mediately visible, the movements of the underlying organs
that shape the vocal tract and the sound structure (larynx,
velum and tongue) are not so visible: tongue movements
are weakly correlated with visible movements ( �����
	�� )
(Yehia et al., 1998; Jiang et al., 2000) and this correlation is
insufficient for recovering essential phonetic cues such as
place of articulation (Bailly and Badin, 2002; Engwall and
Beskow, 2003). Listeners with hearing loss and orally edu-
cated typically rely heavily on speechreading based on lips
and face visual information. However lipreading alone is
not sufficient due to the lack of information on the place
of tongue articulation, the mode of articulation (nasality
or voicing) and to the similarity of the lip shapes of some
speech units (so called labial sosies as [u] vs. [y]). In-
deed, even the best speechreaders do not identify more than
50 percent of phonemes in nonsense syllables (Owens and
Blazek, 1985) or in words or sentences (Bernstein et al.,
2000). Manual Cued Speech (MCS) was designed to com-
plement speechreading. Developed by Cornett (Cornett,
1967), this system is based on the association of speech
articulation with cues formed by the hand. While utter-
ing, the speaker uses one of his hand to point out spe-
cific positions on the face (indicating a subset of vowels)
with a handshape (indicating a subset of consonants). For
more details on the French MCS (FMCS) system please
consult http://retore.chez.tiscali.fr/LPC. Numerous studies
have demonstrated the drastic increase of intelligibility pro-
vided by MCS compared to lipreading alone (Nicholls and
Ling, 1982; Uchanski et al., 1994) and the effective facilita-
tion of language learning using FMCS (Leybaert, 2003). A
large amount of work has been devoted to MCS perception
but few works have provided insights in the MCS produc-
tion. We describe here a series of experiments for gathering
data and characterizing the hand and face movements of a
FMCS speaker in order to implement a cued-speech syn-
thetizer.
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Figure 1: From motion capture data to a videorealistic vir-
tual speech cuer.

2. Motion capture data
We recorded the 3D positions of 113 markers glued on

the hand and face of the subject (see figure1(a)) using a
Vicon c


motion capture system with 12 cameras. The basic

system delivers the 3D positions of candidate markers at
120Hz. Two different settings of the cameras enabled us to
record three corpora:
� a corpus of handshapes transitions produced in free

space: the cuer produces all possible transitions be-
tween the eight consonantal hand shapes.

� a corpus of visemes with no handshape associated. It
consists in the production of all isolated French vow-
els and all consonants in symmetrical context VCV,
where V is one the extreme vowels [a], [i] and [u].
This corpus in similar to the one usually used at ICP
for cloning speakers (Badin et al., 2002).

� a corpus of 238 sentences pronounced with cueing the
FMCS.

Corpora 1 and 2 are used to build statistical models of the
hand and face movements separately. The models are then
used to recover missing data in the corpus 3: when cueing
the FMCS, the face obviously hides parts of the hands and



vice versa.

3. Articulatory models of face and hand
The scientific motivation of building statistical models

from raw motion capture concern the study of FMCS: if
the positions of markers are always accessible and reliable,
the kinematics of the articulation, of the finger tips and fin-
gers/face constrictions offer an unique way for studying the
production of FMCS and the laws governing the coordina-
tion between acoustics, face and hand movements during
cued speech production.

3.1. Face
The basic methodology developed at ICP for cloning

facial articulation consists of an iterative linear analysis
(Badin et al., 2002; Revéret et al., 2000) using the first
principal component of different subsets of fleshpoints: we
first subtract the contribution of the jaw rotation. The lips
rounding/spreading gesture is estimated in the residual and
then substract to the data. The proper vertical movements
of upper and lower lips, of the lip corners as well as the
movement of the throat are substracted in this order to the
residual data. This basic methodology is normally applied
to quasi-static heads. Since the movements of the head are
free in the corpora 2 and 3, we need to solve the problem
of the repartition of the variance of the positions of the 18
markers placed on the throat between head and face move-
ments. This problem is solved in three steps:
� Estimation of the head movement using the hypothesis

of a rigid motion of markers placed on the ears, nose
and forehead. A principal component analysis of the 6
parameters of the rototranslation extracted for corpus
3 is then performed and the nmF first components are
retained as control parameters for the head motion.

� Facial motion cloning using the inverse rigid motion
of the full data. Only naF components are retained as
control parameters for the facial motion.

� Throat movements are considered to be equal to head
movements weighted by factors less than one. A joint
optimization of these weights and the directions of
nmF facial deformations is then performed keeping
the same values for the nmF and naF predictors.

These operations are performed using facial data from cor-
pus 2 and 3 with all markers visible. A simple vector
quantization guarantying a minimum 3D distance between
frames (equal here to 2mm) is performed before modeling
in order to whiten the training data.

3.2. Hand
Building a statistical model of the hand deformations

is more complex. If we consider the forearm as being the
carrier of the hand (the 50 markers undergo a rigid motion
that will be considered as the forearm motion), the move-
ments of the wrist, the palm and the phalanges of the fingers
have quite complex non linear influence on the 3D positions
of the markers. These positions reflect also poorly the un-
derlying rotations of the joints: skin deformation induced
by the muscle and skin tissues produce large variations of
the distances between markers glued on the same phalange.
The model of hand deformations is built in four steps:

� Estimation of the hand movement using the hypothesis
of a rigid motion of markers placed on the forearm
in corpus 1. A principal component analysis of the
6 parameters of this hand motion is then performed
and the nmH first components are retained as control
parameters for the hand motion.

� All possible angles between each hand segment and
the forearm as well between successive phalanges (us-
ing the inverse rigid motion of the full hand data) are
computed (rotation, twisting, spreading)

� A principal component analysis of these angles is then
performed and the naH first components are retained
as control parameters for the hand shaping.

� We then computed the sin() and cos() of these pre-
dicted values and perform a linear regression between
these 2*naH+1 values and the 3D coordinates of the
hand markers.

The step 4 makes the hypothesis that the displacement in-
duced by a pure joint rotation produce an elliptic movement
on the skin surface.

3.3. Modeling results
Using the corpus 1, the training data for handshapes

consists of 8446 frames. Using corpus 2 and 3, the train-
ing data for facial movements consists of 4938 frames. We
retain naH = 12 handshape parameters and naF = 7 face
parameters and nmF = nmH = 5 for the head and hand
movements. Using the first 68 utterances of the corpus 3
as training data (68641 frames) and a joint estimation of
hand motion and handshapes (resp. head motion and facial
movements), the resulting average RMS modeling error for
the position of the visible markers is equal to 2mm for the
hand and 1mm for the face.

4. Further data analysis
Further data analysis was performed in order to verify

if the cuer has effectively realized the recommended hand-
shapes and hand positions with the consonants and vowels
effectively produced. In the following all available data are
considered. Movements and deformations of hand and face
are regularized and reconstructed using the hand and face
models described above. Globally the FMCS functions as a
constriction model: with a certain shape of the final effector
(i.e. the hand), a constriction most of the time a full contact
i.e. an occlusion - is made between the hand and the face.
The place of constriction is determined by the vowel and
the shape of the effector is determined by the consonant.

4.1. Recognizing hand shapes and consonants
We thus selected target frames in the vicinity of the rel-

evant acoustic event and labeled them with the appropriate
key value, i.e. a number between 0 and 8: 0 is dedicated to
the rest position chosen by the cuer with a closed knuckle.
These target frames are carefully chosen by plotting the val-
ues of 7 parameters against time:
� For each finger, the absolute distance between the

fleshpoint of the first phalange closest to the palm and
that closest to the finger tip: a maximal value indicates
an extension whereas a minimal value cues a retraction



� The absolute distance between the tips of the index
and middle finger in order to differentiate between
handshapes 2 versus 8.

� The absolute distance between the tip of the thumb and
the palm in order to differentiate between handshapes
1 versus 6 and 2 versus 7.

4114 handshapes were identified and labeled. The 7 charac-
teristic parameters associated with these target handshapes
are then collected and simple Gaussian models are esti-
mated for each handshape. The a posteriori probability for
each frame to belong to each of the 9 handshape model can
then be estimated. The recognition rate is quite high: we
have a recognition rate of 98.78% . The ”errors” involve
mainly confusions between the coding of mid-vowels (/e/
vs. /E/) and omissions of the coding of glides in complex
CCCV sequences.

4.2. Recognizing hand placements and vowels
We thus added to the labels of 9 hand shape targets - set

by the procedure described above - a key value for the hand
placement (between 0 and 5: 0 corresponds to the rest po-
sition). Hand shape and placement targets were added for
single vowels and labeled with hand shape 5 while the rest
position (closed knuckle far from the face) was labeled with
hand placement 0. We characterized the hand placement
for these target configurations in a 3D referential linked to
the head: 3D position of the longest finger (index for hand
shape 1 and 6 and middle finger for the others) are collected
and simple Gaussian models are estimated for each hand
placement. Of the 4114 hand placements, 96.76% were
identified with a total of 133 errors. There are mainly two
identified sources of errors:
� the main source of error comes from the hand place-

ment 1 (side). This hand placement is used for a con-
sonant followed by another consonant or a schwa and
undershoot of this short target occurs very often (i.e.
the cuer only points to side but does not reaches it).

� hand placement 0 displays a large variance and hand
placements 1 (side) and 4 (cheeks) realized too far
away from the face are sometimes captured by the
Gaussian model for hand placement 0.

We exhibit in figure 2 an example of the time course of
these probability functions over the first utterance of the
corpus together with the acoustic signal.

4.3. Phasing speech and gestures
In the present study, the data also gathers very pre-

cious data on phasing relations between speech and
hand gestures. We analyzed the profile of hand
shape and hand placement gestures (we verify manually
the pre-segmentation done before using our MOTHER
OPENGL c


animation software (Revéret et al., 2000)) in

reference to the acoustic realization of the speech segment
they are related to (hand shape for consonants and hand
placement for vowels). The extension of a gesture is de-
fined as the time interval where the probability of the appro-
priate key (shape or placement) dominates the other com-
peting keys. We excluded from the analysis the segments
that required the succession of two identical keys. A sketch
of the profiles for CV sequences is presented in Figure 3:

Figure 2: Recognition of the hand shapes (top) and hand
placements (bottom) by simple Gaussian models. The ver-
tical lines show hand targets together with the required hand
shapes and placements.

for a full CV realization, the hand movement (shape and
position) starts quasi-synchronously with the vocalic on-
set, the target is reached in the middle of the consonant.
For ”isolated” vowels and ”isolated” consonants, the tar-
get is reached quasi-synchronously with the vocalic onset.
Furthermore the hand shape and hand placement gestures
are highly synchronized since they participate both to the
hand/head constriction as amplified above.
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Figure 3: Phasing gestures with reference to the CV acous-
tic segments.

5. Towards an audiovisual text-to-cued
speech synthesis system

This corpus provides an extensive coverage of the
movements implied by FMCS and we have designed a
first audiovisual text-to-cued speech synthesis system using
concatenation of multimodal speech segments. If concate-
native synthesis using a large speech database and multi-
represented speech units is largely used for acoustic syn-
thesis (Hunt and Black, 1996) and more recently for facial
animation (Minnis and Breen, 1998), this system is to our
knowledge the first system attempting to generate hand and



face gestures together with speech using the concatenation
of gestural and acoustic units. Two units will be consid-
ered below: diphones for the generation of the acoustic sig-
nal and facial movements; and dikeys for the generation of
head and hand movements. This system proceeds in two
steps:
� the sound and facial movements are handled by a

first concatenative synthesis using polysounds (and di-
phones if necessary) as basic units.

� the head movements, the hand movements and the
hand shaping movements are handled by a second con-
catenative synthesis using dikeys as basic units.

Once selected these dikeys are further aligned with the
middle of the consonnant for a full CV realizations, vo-
calic onsets for ”isolated” vowels and consonantal onsets
for ”isolated” consonants. If the full dikey does not ex-
ist, we seek for replacement dikeys by replacing the second
hand placement of the dikey by the closest one that do exist
in the dikey dictionary. The proper dikey will be still real-
ized because an anticipatory smoothing procedure (Bailly
et al., 2002) is applied that consider the onset of each dikey
as the intended target: a linear interpolation of hand place-
ment applied gradually within each dikey copes thus easily
with a small (or even larger) change of the final target im-
posed by the onset target frame of the next concatenated
dikey. This two-step procedure generates quite acceptable
synthetic cued speech. It however considers the head move-
ments to be entirely part of the realization of hand-face con-
strictions (an average of 20% of the constriction gesture is
done by the head) and uses for now a crude approximation
of the speech/gesture coordination.

The text-to-cued speech synthesis system sketched
above delivers trajectories of a few fleshpoints placed on
the surface of the right hand and face (see figure 1(b)). We
are currently interfacing this trajectory planning with a de-
tailed shape and appearance model of the face and hand of
the original speaker. High definition models of these organs
is first mapped onto the existing face and hand parameter
space. A further appearance model using video-realistic
textures is then added (see figure 1(c)).

6. Conclusions and perspectives
The observation of cuers in action is thus a perquisite

for developing technologies that will assist deaf people in
learning the FMCS. Low rate transmission of MCS by wa-
termarking actual audiovisual transmission as put forward
by the ARTUS consortium should also benefit from a better
understanding of the kinematics of the different segments
involved in the production of MCS. The database recorded,
analyzed and characterized here is currently been exploited
within a multimodal text-to-FMCS speech system that will
supplement or replace on demand subtitling for TV broad-
casting or home entertainment.
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