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ABSTRACT—In this paper, a receding horizon control approach is developed for voltage stabilization in power systems. The primary focus is on a benchmark system proposed in the context of a European project. The system is termed hybrid due to the finite set of control inputs, state automata description of the voltage primary controller and their interactions with the load nonlinear continuous dynamics. Moreover, the network topology imposes hard constraints on the states. All these make the control problem quite challenging. For different realistic scenarios, the proposed control algorithm is shown to stabilize the bus voltages at acceptable levels. The computational demand fits the real time allowed slot, making the scheme attractive for large scale applications as an area central controller.
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1. INTRODUCTION

Besides the challenging control problems posed by the large scale and distributed character of power systems, an important hybrid aspect is put forward by the discrete continuous interactions both at the physical and control levels. Consequently, power systems are considered as paradigms of hybrid systems, see e.g., [1]. The theoretical foundations for hybrid systems has reached a moderate degree of maturity [2]-[4] this include both modelling and stability frameworks, but to date no general controller synthesis methodologies are available, it seems that this is system class and application's related.

In the last decade, the power community has shown a great interest in systematic design methods for assessing stability in power networks. Voltage instability is undeniably one of the most inconstant and costly failures, for instance, the 14 August 2003 blackout in North America cost between US $4 billion and $6 billion [5]. Basic material on voltage stability philosophical concepts may be found in the recent surveys [6]-[7]. The interested reader may also consult [8]-[9] for general definitions and basic problems.

Much of the work reported on voltage stability assessment relies on heuristics. Where basically, knowledge of the system and experience gained by the designers is put forward in schemes such those developed in [10] where heuristics based load shedding strategies are compared with branch and bound based ones. The multi step design consist in time domain simulation for generating training scenarios. An optimization soundstage is then carried out to minimize the amount of load shedding with respect to the value found in the training set. Another family of methods rely on computing a security margin or distance to voltage collapse, see e.g., [11] for a survey. Based on these measures, sensitivities with respect to the different control actions are then computed. These provide directions towards the control must be updated, this is in general followed by a constrained multiple optimization stage for dispatching the different control actions, see e.g., [12] where a coordinated controller is synthesized by taking as a margin the minimum distance between the operating point and bifurcation boundary as measured in the parameter space. In the same spirit, [13] use a quasi steady state simulation approach. A simple formula is then proposed to update the different control actions based on off line bus ranking, see also [14] and [15] for other variants. In [16] a clear distinction is made between the different control actions. And a scheme is derived where corrective
and preventive control strategies interact, the first is used in extreme contingencies (loss of system solvability) while the latter is for enhancing the system stability margin.

The method developed in this paper fall into the category where knowledge of the system is reduced at its basic. Only a simulation model is indeed needed. This model should incorporate at least the dominant features i.e., the load dynamics since voltage collapse is driven by these dynamics. These approaches include mainly methods based on predicting and analyzing sensitivities of the system trajectories see e.g., [17] where this is discussed in the more general framework of hybrid systems. See also [18] where a predictive control approach is investigated. Based on evolutionary programming techniques, an optimization stage is carried out over the space of all control inputs. The continuous set point inputs as well as the discrete ones i.e., the capacitor banks and load shedding mechanisms. The predictive control approach is also exploited in the work [19] where an improved depth first search method from the Artificial Intelligence community is used as an alternative to further reduce the combinatorics. Material on predictive control can be found in [20]-[23]. The aim of the present paper is to explore a particular controller design methodology for voltage collapse avoidance in power systems with emphasis on a particular benchmark problem [24]. This is a step towards a fully coordinated decentralized solution in the spirit of [25], where the focus is on area central controller. We will not deal with higher level controllers used to coordinate areas controllers, indeed we believe that at a higher level an expert system with advanced heuristics shall be used, the interested reader may consult the multi agent approaches e.g., [26]-[27]. The controller developed is based on an efficient open loop parametrization that drastically reduces the combinatorics associated to a prediction based methodology. Then a terminal inequality constraint is imposed on the bus voltages, discrimination of "good admissible controls" from the "bad ones" thus follows. Based on that, an optimization stage is carried out to extract the optimal open loop control sequence. The first component of which is applied and the process is repeated in a receding horizon fashion [20]. The controller computational burden is shown to be compatible with the available computation time for a large number of prediction horizons.

The paper is organized as follows: section 2 presents a brief analysis the benchmark power system under consideration. Section 3 is devoted to the predictive control approach. In section 4 some validating simulations and algorithm computational times are reported. Finally, some conclusions and future orientations are given in section 5.

2. POWER SYSTEM ANALYSIS

The power system under study is proposed as a benchmark by ABB [24] in the framework of the European Project Control & Computation. This in order to illustrate control strategies on hybrid systems. The power system consists in a four node transmission system as shown in figure 1, see also [24] for a complete description.
The system components are as follow:

- An infinite bus which represents the rest of the network. The system under consideration can not influence appreciably the rest of the power system network. This bus is also used as a slack in the modelling phase.
- A generator $G_1$ which is modelled as a steady version of the three axis model. This is a valid model since the dynamics of interest are well beyond (slower) the angular frequency.
- Three transmission lines modelled as pure reactance. And refereed as $X_{ij}$ where the subscripts $i$ and $j$ refer respectively to the departure and arrival buses. It is clear that $X_{ij} = X_{ji}$ since the path is unique. Next, it is assumed that only the variation of $X_{13}$ is allowed due to a fault occurrence. This variation is considered as a measurable disturbance.
- A reactive power source represented by the capacitor bank $B$. This is actually a control input to the system.
- A transformer equipped by an On Load Tap Changer (OLTC). Which can regarded as a transformer with a controlled turn ratio $n$. The OLTC is modelled as a finite state machine, see figure. The operation of which is as follows, the system remains in the state wait as long as the voltage deviation $(|v_r - v|)$ is less than a specified dead zone $\Delta$. When the limit is exceeded, a transition to state count occurs. Upon entering count, a timer is started and is kept running until either it reaches the delay time $T_d$ causing a transition to the state action or the voltage deviation becomes less than the dead zone causing a transition to the state wait and reset of the timer. When entering the state action, an update of the turn ratio is operated

$$n^+ = \begin{cases} n^- + dn & v_r - v > \Delta \land n^- < n_{max} \\ n^- - dn & v_r - v < -\Delta \land n^- > n_{min} \end{cases}$$

(1)

where the superscript $+$ and $-$ represent respectively the instants just before and after the instant of update. $n_{min}$ and $n_{max}$ is the maximal and minimal allowed values. Once the tap operation completed, the control system receives a ready signal and the control system returns to state wait. It is important here to recall that the control input to the OLTC is the voltage reference $v_r(\cdot)$.

- A nonlinear load with recovery dynamics described by the following first order differential equations [24]

$$\dot{x}_p = -\frac{x_p}{T_p} + P_0(v^{a_s} - v^{a_t})$$

$$\dot{x}_q = -\frac{x_q}{T_q} + Q_0(v^{\beta_s} - v^{\beta_t})$$

(2)

and the following output equations representing respectively the absorbed active and reactive power

$$P = (1-k)\left(\frac{x_p}{T_p} + P_0 v^{a_t}\right)$$

$$Q = (1-k)\left(\frac{x_q}{T_q} + Q_0 v^{\beta_t}\right)$$

(3)

where $x = [x_p, x_q]^T$ represent the load internal states and $P_0$ and $Q_0$ the active and reactive power steady state values. The others parameters can be found in [24]. The variable $k$ represent the load shedding percentage and is the third control input.

The model of the power system can be written as a DAE.
\[
\dot{x} = f(x, y, p) \\
0 = g(x, y, u, p)
\]  

(4)

where the vector differential equation represents the load dynamics, \( x \) are the internal states, \( y \) the algebraic variables (bus voltages), for the example under study \( y \) regroups the bus voltages, \( p \) are power system parameters for instance, the line reactances \( X_{ij} \), \( u \) represents the control vector and regroups devices such capacitor bank, load shedding, tap changer control and AVR stepoints.

By using a coordinated action of the tap changer, the capacitor bank and the load shedding. The designed controller should be able to stabilize and restore acceptable equilibria for the power system. In figure 3 are plotted the bus voltages against the line reactance. As shown, the case where \( X_{13}^c = 0.5 \text{ p.u} \) corresponds to the nominal steady state solution. The solutions drop when the value of \( X_{13} \) exceeds 1.0 p.u and above \( X_{13}^b = 1.02 \text{ p.u} \) no steady state solutions are feasible, so that for this value and beyond the power system can not be solved (loss of the DAE system's solvability). This case corresponds in fact to a singularity induced bifurcation [28]. This is dealt with in this case study. Recall that when the power system is in fault, the \( X_{13} \) reactance passes from 0.5 p.u its nominal value to \( X_{13}^f = 1.5 \text{ p.u} \) which is well beyond \( X_{13}^b = 1.02 \text{ p.u} \).

It is a well known fact, that the steady state power demand (\( P_0 \) in equations (2)-(3)) is a slowly but time varying parameter. Figure 4 shows the evolution of the steady state values of the voltages as a function of \( P_0 \) where no fault is assumed. As one can see, beyond \( P_0^b = 1.53 \text{ p.u} \) no solutions do exist for the voltages. This can be seen as an active power limit that can be drawn from the power system. This is to be connected with the \( P-V \) curves [29] where only the stable region is plotted. The same quantity is plotted in figure 5 with respect to variations in the steady state reactive power demand \( Q_0 \) in equations (2)-(3). The system loses its solutions when \( Q_0^b = 0.89 \text{ p.u} \) and above which is a limit reactive power that can be absorbed by the load without inducing a voltage collapse.

In figure 6 is plotted the steady state voltage solution versus the capacitor bank and load shedding \((100 \times k \text{ in equations (3)})\). This plot shows that in order to restore an equilibria about 0.3 p.u of the capacitor must be activated.

---

**Figure 3.** Bus voltages steady state values as a function of the line reactance.  
**Figure 4.** Bus voltages steady state values as a function of the active power.
As we shall see later, one cannot rely only on static analysis to derive control policies. This is the optimal power flow-based methods (purely static setting) as known in literature see e.g., [30]. This methodology can be satisfactory, when the static analysis's derived controls are applied as soon as the fault appears, or the case where some advanced heuristics are introduced leading to efficient timing of the different actions. The voltage collapse as seen in this contribution is a dynamic process needing efficient timing of the actions and thus a closed loop control strategy.

More expressively, the control objectives are to fulfill the following requirements

- Stabilize all voltages at values above 0.9 p.u following the fault.
- Minimize the amount of load shedding applied.
- Keep the voltage at bus 4 close to 1 p.u while minimizing the amount of capacitor control to do so.

Before we proceed further, let us denote the vector of bus voltages \( \mathbf{v} = [v_1, v_2, v_3, v_4]^T \) as \( y \). We have the following constraints on the control inputs. The load shedding percentage \( k \) belongs to the following discrete set with \( k_{\text{max}} = 0.15 \)

\[
k \in K := \{0.00, 0.05, \ldots, k_{\text{max}}\}
\]

(5)

The capacitor bank belongs to the following discrete set of admissible capacitors with \( b_{\text{max}} = 0.3 \)

\[
b \in B = \{0.0, 0.1, \ldots, b_{\text{max}}\}
\]

(6)

It is worth noting that because of the tap changer dynamics, the transformer ratio \( n \) cannot be rigorously considered as a control variable. The true control variable must be \( v_p \) that is used in the tap changer definition (see figure 2). However, it is clear that if the following three conditions are respected

- The open-loop control input \( n(.) \) is piece-wise constant with a sampling period \( T_d \) (where \( T_d \) is the time delay of the OLTC model)
- The piece-wise constant open-loop control input \( n(.) \) is such that for all \( j \in \mathbb{N} \), one has
  \[
  |n(j + 1) - n(j)| = d_n \quad (= 0.02)
  \]
  where \( d_n \) is the step size modulus applied to \( n \) by the OLTC model when entering the "action" mode.
- The piece-wise constant open-loop control input \( n(.) \) is such that for all \( j \in \mathbb{N} \), one has
  \[
  (0.8 =) \quad n_{\text{min}} \leq n(j) \leq n_{\text{max}} \quad (= 1.2)
  \]
then it is possible to use \( n \) as a constrained control variable and to obtain \( v_r \) by inverting the dynamic of \( n \). This is done by taking for all \( t \in [jT, (j+1)T] \)

\[
v_r(t) = v(t) - \Gamma \Delta \text{sgn}(n(j+1) - n(j))
\]

(7)

where \( \Gamma \) is any constant greater than 1 and \( \text{sgn}(\cdot) \) is the usual sign function.

**Definition 1.** A sequence \( \{n(j)\}_{j \in \mathbb{N}} \) that meets the above three requirements is said to be tap-changer compatible.

### 3. THE NONLINEAR PREDICTIVE CONTROLLER

Nonlinear predictive control [23] is now widely recognized to be a feedback strategy providing a relatively easy handling of both nonlinearities, constraints and optimality concerns. Recall that predictive control schemes amount to compute at each sampling time an optimal open-loop control sequence (in the sense of some given cost function), to apply the first part of the resulting optimal open-loop control sequence until the next sampling instant. At the next sampling instant, the whole problem is re-considered on a moving-horizon and the procedure is repeated indefinitely resulting in a state feedback law. For nonlinear systems and for long prediction horizons, this may lead to open-loop control problems with a high dimension of the decision variable. This together with the non convex nature of the problem may render the on-line computations necessary to implement the resulting strategy unfeasible. That is the reason why a key feature in nonlinear predictive control design lies in the choice of control parametrization that leads to reasonably reduced complexity. The aim of the following subsection is to clearly define a reduced dimensional parametrization of open-loop controls that are used afterward in the predictive control implementation. Recall that a key feature in receding-horizon control is that the resulting closed-loop control is much more rich than the underlying open-loop parametrization. The consequence of this is that in many cases, apparently over-simplified open-loop parameterizations results in a sufficiently rich closed-loop control behavior.

#### 3.1 The open-loop control parameterization

Recall that the control is implemented in a sampling scheme with a sampling period \( \tau = T \) and that based on this assumption, the control input in our problem is given at each sampling instant \( j \tau \) \( (\tau = T) \) by

\[
u(j) := (n(j) b(j))^T \\
\in \{n(j-1) - d_n, n(j-1), (j-1) + d_n\} \times \mathbb{B} \times \mathbb{K}
\]

(8)

with the constraint \( n_{\min} \leq n(j) \leq n_{\max} \). Recall that the sets \( \mathbb{B} \) and \( \mathbb{K} \) have been defined in (6) and (5) respectively.

**Remark 1.** It is needless to say that the sampling period \( \tau \) may be different for the three control components. This enables \( k \) and \( b \) to be more reactive than \( n \) restricted by the tap changer dynamics. In this study, we preferred to adopt a unified sampling scheme for simplicity.

Like any predictive control scheme, one must first define a prediction horizon, that is, the future time horizon over which some cost function is to be minimized. Given some sampling time, this prediction horizon may be defined as an integer number \( N_p \) of sampling periods. To define the control parametrization, one has to clearly define at each sampling instant \( j \tau \) the structure of the control \( u(\cdot) \) over the time horizon \([j \tau, (j + N_p) \tau]\). Before, let us use the following notations to denote the open-loop control profiles at instant \( j \tau \) over the prediction horizon \([j \tau, (j + N_p) \tau]\)
The open loop control parametrization is defined by adopting the following choices over the prediction horizon:

- The control profiles \( \tilde{k}(j) \) and \( \tilde{b}(j) \) are constant.
- The control profiles \( \tilde{n}(j) \) is monotonic starting from \( n(j-1) \).
- The control profiles \( \tilde{n}(j) \) is constant on \([((j+N_c)\tau,(j+N_p)\tau)]\) where \( N_c \) is the control horizon [22].

The last two points define \( 2N_c + 1 \) possible choices for \( \tilde{n}(j) \). \( N_c \) increasing profiles, \( N_c \) decreasing profiles and 1 constant profiles. As a result, the resulting parametrization leads to a decision variable of dimension \( (2N_c + 1) \cdot \text{card}(B) \cdot \text{card}(K) \).

Note also that all candidate sequences \( \tilde{n}(j) \) defined by the above rules are tap changer-compatible in the sense of definition 1. Next and for simplicity the control horizon \( N_c \) is taken equal to the prediction horizon \( N_p \). The impact of such is not important since the control profiles are taken constant for the two first control inputs.

### 3.2 Definitions and notations

In order to properly present the optimal control computation, some further definitions and notations are needed. Let \( \tilde{U}(n(j-1)) \) be the set of admissible profiles at instant \( j\tau \) which were defined before. The fact that this set depends on the past value of \( n \) results from (8). This will be shortly denoted by \( \tilde{U}_j \). Sometimes, the index \( j \) is omitted when no ambiguity follows. We shall define an equivalence relation on \( \tilde{U}_j \) by

\[
\{\tilde{u}^{(1)} - \tilde{u}^{(2)}\} \iff \{(\tilde{b}^{(1)}, \tilde{k}^{(1)}) = (\tilde{b}^{(2)}, \tilde{k}^{(2)})\}
\]

The need for such equivalence relation comes from the fact that while constraints are imposed on the use of capacitor changes (\( b \)) or load shedding (\( k \)), no explicit constraint is considered to state that such tap changer compatible sequence \( \tilde{n}^{(1)} \) is better or worst that some other one, still compatible sequence \( \tilde{n}^{(2)} \).

Denote by

\[
U_j^{eq} := \{\tilde{U}_j^{(b^*, k^*)}\}_{(b^*, k^*) \in B \times K}
\]

the set of equivalence classes that partitions \( \tilde{U}_j \) according to the equivalence relation (9), namely, an equivalent class (an element of \( U_j^{eq} \)) is defined by the corresponding \( (b^*, k^*) \) pair where \( \text{ones}(r,s) \) denotes an \( r \times s \) matrix with all its elements at 1

\[
\tilde{U}_j^{(b^*, k^*)} := \{\tilde{u} = (\tilde{n}, \tilde{b}, \tilde{k}) \in \tilde{U}_j \mid \tilde{b} = b^* \times \text{ones}(1, N_p) \text{ and } \tilde{k} = k^* \times \text{ones}(1, N_p)\}
\]

Let
be an ordering of $U_j^eq$ that reflects the priority in the choice of the control action. Namely

- \( \{k^{(1)}>k^{(2)}\} \Rightarrow \{O(b^{(1)},k^{(1)})>O(b^{(2)},k^{(2)})\} \)
- \( \{k^{(1)}=k^{(2)}\) and \( b^{(1)}>b^{(2)}\} \Rightarrow \{O(b^{(1)},k^{(1)})>O(b^{(2)},k^{(2)})\} \)

This order relation reflects the concern that changes in the capacitors have to be preferred rather than load shedding if the control \( n \) is unable to lonely recover the voltage collapse. We shall denote by \( X(t;x_0,\bar{u}) \) the solution \( x(t) \) of the system’s equations at time \( t \) starting from the initial conditions \( (0, x_0) \) and under the control sequence \( \bar{u} \). Using this notation, the following two admissible control profiles are defined (subscript “nc” is used for no collapse)

\[
U_{nc}(x_0) := \{\bar{u} \in U_j(b^{nc},k^{nc}) \mid (b^{nc},k^{nc}) = \arg \min_{(b^*,k^*) \in B \times K} O(b^*,k^*) : X(\cdot,x_0,\bar{u}) \text{ is defined over } [0,N_p \tau] \}
\]

in other words, \( U_{nc}(x_0) \) is the set of open loop control profiles such that starting from \( x_0 \), no voltage collapse occurs on the prediction time interval \([0,N_p \tau]\). Finally, the following set needs to be defined

\[
U_f(x_0) := \{\bar{u} \in U_j(b^f,k^f) \mid (b^f,k^f) = \arg \min_{(b^f,k^f) \in B \times K} O(b^*,k^*) : y_j(N_p \tau,x(N_p \tau,\bar{u}) \geq y_{ref}, i \in \{1,2,3\} \}
\]

This is the set of controls for which the resulting near steady state voltage meets the viability requirement. The last inequalities are component wise constraints.

### 3.3 The implicit feedback law

Having at hand the notations of the preceding section, the proposed nonlinear predictive control may be properly defined. The "optimal open-loop" control profile at instant \( j \tau \) is obtained by solving the following optimization problem

\[
\hat{u}(x(j), j) = \begin{cases} 
\arg\min_{\bar{u} \in U_f} J(\bar{u}, x(j), j) & \text{if } U_f \neq \emptyset \\
\arg\min_{\bar{u} \in U_{nc}} J(\bar{u}, x(j), j) & \text{if } U_f = \emptyset 
\end{cases}
\]

where

\[
J(\bar{u},x(j), j) := \int_0^{N_p \tau} (y(\tau,x(j),\bar{u}) - y_{ref})^T Q(y(\tau,x(j),\bar{u}) - y_{ref}) d\tau
\]

and \( y_{ref} \) is a reference signal and \( Q \) is a weighting matrix. The optimization leads to the following sequence of inputs

\[
\hat{u}(x(j), j) = (\hat{u}_0(x(j), n(j-1))) \cdots \hat{u}_{N_p-1}(x(j), n(j-1)))
\]

where only the first component is applied. Thus leading to the following implicit state feedback

\[
u(t) = \hat{u}_0(x(j), n(j-1))) \quad \forall t \in [j \tau,(j+1) \tau)
\]

in accordance with the predictive control principle.

### 4. SIMULATION RESULTS

In what follows see figures 7 and 8 are shown the results of the simulations for the case where the prediction horizon is \( N_p = 1 \) (a one sampling period). This induces a chattering in the control inputs, more
precisely in the load shedding control input. From a practical viewpoint the chattering of the different control inputs is not acceptable since it drastically reduces the life span of the different control component. This chattering can be alleviated by using a longer prediction horizon. Indeed, a prediction horizon of \( N_p = 1 \) (30 sec) does not essentially captures the dominant dynamics of the system since the load time constants are \( T_p = T_q = 60 \text{ sec} \). For a prediction horizon of \( N_p = 5 \) (150 sec) the chattering is suppressed. The voltage responses are shown together with the control inputs in respectively figures 9 and 10. The results obtained here (for \( N_p = 5 \)) are exactly the same as those obtained in [31]. The authors in [31] use the Mixed Logical Dynamical Framework [32] to approximate and convert the power system dynamics into a piecewise affine system. As pointed, this led to sensitivities both in the modelling and control phases, moreover the approach proposed is not fully systematic in the sense that a heuristic value of the capacitor is used. The problem is thus simplified by using as control only the transformer turn ratio. In figures 11-12 are depicted the voltage, states and control input corresponding to one of the most difficult scenarios. Indeed this has been identified as difficult based on an analysis carried out on a simple two nodes system, see [33]. This analysis revealed that for the case of low initial values of the transformer turn ratio, the steady state voltages correspond to the nearest equilibria to the singular surface (the surface described by the algebraic load flow equations). As may seen from these figures, chattering is also present for the case where \( N_p = 1 \). In figures 13-14 the same scenario is tested for the case where \( N_p = 5 \). The chattering is thus avoided but the capacitor bank is activated before the occurrence of the fault (\( t_{\text{fault}} = 100 \text{ sec} \)). This is due to the fact that the horizon of \( N_p = 5 \) remains shorter and the controller will not be aware that the sole action of the transformer turn ratio is sufficient to stabilize the voltages at a higher level. Load shedding is also used in the transient phase just after the fault detection. In order to avoid such a useless activation of the capacitor, a longer prediction horizon should be used. In figures 15-16 are depicted the system responses for \( N_p = 10 \). The capacitor is used only after fault detection, a load shedding of 5% is introduced for approximately more than 2 min. In figure 17 is plotted the computation time versus the prediction horizon. Despite the facts that the controller is implemented on one of the highest level programming languages (Matlab) and that it spends most of its time getting simulations from the power system model (converted from Dymola to Simulink). With all these in mind a prediction horizon up to \( N_p = 30 \) can be implemented. In real time applications and for larger scale systems by using more advanced simulations techniques, one can hope to implement this strategy with comparable prediction horizons. Although, for the case study and beyond \( N_p = 5 \) no performance improvement is achieved. The
Figure 9. Bus voltages and load states for $N_p = 5$

Figure 10. The control inputs for $N_p = 5$

Figure 11. Bus voltages and load states for $N_p = 1$, $n(0) = 0.8$

Figure 12. The control inputs for $N_p = 1$, and $n(0) = 0.8$

Figure 13. Bus voltages and load states for $N_p = 5$, $N_p = 5$, $n(0) = 0.8$

Figure 14. The control inputs for and $n(0) = 0.8$
Figure 15. Bus voltages and load states for $N_p = 5$, $N_p = 5$ and a delay of 110 sec

Figure 16. The control inputs for $N_p = 5$, $N_p = 5$ and a delay of 110 sec

Figure 17. The computation time versus $N_p$

Figure 18. Performance versus $N_p$

Figure 19. Performance versus the delay

Figure 20. Bus voltages and load states for $N_p = 10$, $n(0) = 0.8$

Figure 21. The control inputs for $N_p = 10$, and $n(0) = 0.8$
performance is worsened, we conclude that the optimum prediction horizon for the system under nominal conditions \((n(0) = 1.02\) and a delay fault-action \(\tau_d\) of \(20 \text{ sec}\)) is 5, see figure 18. In order to show the importance of a dynamic analysis. The delay \(\tau_d\) between the fault occurrence and its detection is varied, see figure 19. For a delay of about \(140 \text{ sec}\) an acceptable voltage level can not restored and voltage collapse is inevitable under the actual constraints on the different control inputs. This is closely related to critical time approaches, [34]. For instance, in figure 20-21 are plotted the different variables when the delay is \(110 \text{ sec}\). Although, the steady state inputs are the same as in the preceding cases (static analysis see figure 6) load shedding is used in the transient phase, this is in accordance with the fact that delaying too much the action leads one to shed more load (if reaction is made instantaneously the steady states values are sufficient) see e.g., [10] where the same conclusions are drawn. Recall this type of control behavior can not be inferred from the static analysis.

5. CONCLUSIONS

In this paper a predictive control approach is developed for voltage stabilization of power systems. Despite its tuning easiness, the approach is shown to be computationally efficient which makes it attractive for real time applications. Moreover, numerous simulation scenarios testify the viability of such an approach. By using suboptimal search methods, extension to large scale systems can be made possible within the computational time restriction. This is currently an issue under investigation, and some promising results are available.
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