The word superiority effect in audiovisual speech perception
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Abstract

Seeing the facial gestures of a speaker enhances phonemic identification in noise. The goal of this study was to assess whether the visual information regarding consonant articulation activates lexical representations. We conducted a phoneme monitoring task with word and pseudo-words in audio only (A) and audiovisual (AV) contexts with two levels of white noise masking the acoustic signal. The results confirmed that visual information enhances consonant detection in noisy conditions and also revealed that it accelerates the phoneme detection process. The consonants were detected faster in AV than in A only condition. Furthermore, when the acoustic signal was deteriorated, the consonant phonemes were better recognized when they were embedded in words rather than in pseudo-words in the AV condition. This provides evidence indicating that visual information on phoneme identity can contribute to lexical activation processes during word recognition.
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1. Introduction

When we speak with someone, most of the time, we are in a face-to-face situation. Except when speaking on the phone or hearing the radio, conversations take place in an audiovisual context. Moreover, the environment in which these conversations take place is often noisy. Several studies have shown that the information on the speaker’s orofacial gestures enhances phoneme identification, especially in noisy situations (Benoit et al., 1994; Erber, 1969; Sumby and Pollack, 1954; see Green, 1998 for a review). In French, Benoit et al. (1994) showed that under noisy conditions, consonant and vocalic phonemes embedded in VCVCVC nonsense words were better identified in audiovisual than in auditory only presentations. We may thus assume that visible orofacial gestures boost phonemic units’ activation during audiovisual speech perception in a noisy environment. The purpose of the study was to assess whether visual information not only enhances phoneme identification in noise but also contributes to the process of word recognition.

Most of the researches in the field of spoken word recognition studied lexical access in an auditory context (Cutler et al., 1987; Frauenfelder et al., 1990; Ganong, 1980; Samuel, 1981; Warren, 1970). Findings such as the word superiority effect (Cutler et al., 1987), Ganong effect (Ganong, 1980) or phonemic restoration (Samuel, 1981; Warren, 1970), suggest that lexical information influences phoneme perception. For example, with a phoneme monitoring task, Cutler et al. (1987) observed that a consonant (e.g. /b/) was detected faster in a word (e.g. belle, i.e. beautiful) than in a pseudo-word (e.g. berre). This “word superiority effect” suggests that lexical activation can influence phoneme perception even in situations where the acoustic signal is clear.
One of the first studies investigating word recognition processing in an audiovisual context was conducted in Finnish (Sams et al., 1998) with a McGurk paradigm (McGurk and MacDonald, 1976). This effect occurs when an acoustic stimulus /ba/ is presented simultaneously with the articulation of /ga/ in the video signal. Most of the time, it results in the perception of /da/. Numerous studies have replicated these findings, suggesting that during audiovisual speech perception, acoustic and visual signals integrate and may even produce perceptual illusions (see Colin and Radeau, 2003 for a review). On this basis, Sams et al. (1998) displayed an auditory word (e.g. *pannu*, stove) simultaneously with another word that was presented visually (e.g. *kamnu*, pitcher). The audiovisual integration should result in the perception of a pseudo-word (e.g. *tamu*). In another condition, the authors displayed an auditory pseudo-word (e.g. *pili*) simultaneously with a visual presentation of another pseudo-word (e.g. *kiili*). The audiovisual integration should result in the perception of a word (e.g. *tiili*, brick). The results revealed that the McGurk effect was not stronger for word responses than for pseudo-word responses. In other words, there was no word superiority effect. The authors concluded that lexical knowledge did not bias audiovisual speech perception at the stage of phonetic perceptual processing.

Brancazio (2004) argued however that the reason why Sams and colleagues did not observe a lexical effect was, among others, that in their study the stimuli differed as to various parameters other than lexical status. To justify his assessment, Brancazio examined this issue avoiding the potentially confounding variables in Sams et al.’s experiment. He combined the McGurk effect with a Ganong paradigm (Ganong, 1980). In this paradigm the participants had to identify a phoneme /t/ or /d/ that varied along a synthesized t–d continuum. When auditory stimuli in the continuum formed words (e.g. *task*) and pseudo-words (e.g. *dask*), the proportion of /t/ response was systematically higher than /d/. There was a word superiority effect indicating that phoneme perception was biased in favour of words. In Brancazio’s study carried out in English, the participants had to identify /b/ and /d/ in two conditions. In the first one, a word was displayed in the acoustic signal (e.g. *beg*) dubbed into a visual pseudo-word (e.g. *deg*). In the second one, a visual word (e.g. *desk*) was dubbed into an acoustic pseudo-word (e.g. *besk*). The results showed that the lexical bias was stronger in the visual word condition than in the auditory word condition. This suggests that lexical activation not only influences auditory perception but also visual processing during word recognition.

A recent study (Barutchu et al., 2008) provides evidence in line with Brancazio’s research. They investigated lexical influences on the McGurk effect in words and pseudo-words. For instance, in the word condition, the auditory word *bet* was presented with the visual word *get*. In the pseudo-word condition, a visual pseudo-word *gez* was dubbed into an auditory pseudo-word *bez*. They observed more visual responses – i.e. consistent with the visual signal (get or *gez*) – for words than for pseudo-words. Consequently, these results also suggest that visual speech processing can be influenced by lexical knowledge.

In sum, Barutchu et al. (2008) and Brancazio (2004) showed that visual information on phoneme identity contributed to lexical access whereas the results of Sams et al. (1998) did not yield any word superiority effect. All these studies used the McGurk paradigm which placed the participants in a situation of perceptual conflict. This may introduce ambiguity in phoneme identification because visual and auditory information are not congruent. Thus, to avoid the conflict between auditory and visual information in our research we examined this issue with another paradigm that is widely used to study the auditory spoken word recognition: the phoneme monitoring task.

To our knowledge, only a few studies have investigated word recognition processes in audiovisual speech perception without using the McGurk paradigm (Buchwald et al., 2009; Kim et al., 2004). First, Kim et al. (2004) used a priming procedure combined with a naming task. They studied whether the presentation of a speaker’s orofacial gestures as a prime (visual speech prime without the auditory information) would facilitate the processing of a written target. In a first condition, they displayed word primes in visual speech that was followed by a written target which could be identical (e.g. *back/back*, identical condition) or unrelated (e.g. *sharp/back*, unrelated condition). In a second condition, they displayed pseudo-word primes in visual speech and the following written target could be identical (e.g. *scay/scay*) or unrelated (e.g. *mouth/scay*). When the stimuli were words, the authors found a facilitatory priming effect in the identical condition compared to the unrelated condition. They did not observe any facilitatory or inhibitory effect when the stimuli were pseudo-words. With the same paradigm, a recent research reported that participants identified spoken words in noise more accurately when the words were preceded by a visual speech prime of the same word compared with a control condition (Buchwald et al., 2009). They also observed that most of the incorrect responses were phonetically close to the target-words. These findings show that the information in the visual speech prime influences both correct and incorrect identifications. These two studies suggest that the information in the visual speech prime contributes to lexical processing by activating the linguistic forms that match the visual signal. In more general terms – as in Brancazio (2004) and Barutchu et al. (2008) – these studies suggest that visual information contributes to lexical access in audiovisual speech perception.

The purpose of the present research was to examine whether the visual cues that contribute to phoneme identification (Benoit et al., 1994) are also involved in the activation of lexical representations during word recognition process. We also used an experimental paradigm where the visual and auditory information were congruent. The
participants were placed in a noisy environment, which is a situation found in everyday life.

We used a phoneme monitoring task which is a paradigm widely used to investigate the lexical influences on auditory speech processing (Gow, 2003; LoCasto et al., 2007; see also Connine and Titone, 1996 for a review). This task not only provides information on correct identification but also reaction time measures that shed some light on the online process of word recognition.

We conducted a phoneme monitoring task with words and pseudo-words displayed in audiovisual (AV) and auditory alone (A) situations. The stimuli were mixed with noise in the acoustic signal to avoid ceiling effects on correct detection scores. We expected to replicate Benoit et al.’s (1994) results with words: correct responses should be higher in AV than in A especially in noisy conditions. Following the rationale in the word recognition domain we should observe higher scores for words than for pseudo-words (i.e. a word superiority effect). Finally, assuming that the information provided by the speaker’s orofacial gestures contributes to the activation of lexical units during word recognition, we predicted that the AV advantage would be higher for words than for pseudo-words.

2. Experiment 1

2.1. Method

2.1.1. Participants

Eighty-one native French speakers ranging in age from 18 to 51 years (mean age = 23 years) participated in the experiment. They all had normal or corrected-to-normal vision and reported no auditory disorders.

2.1.2. Stimuli

The stimulus set was composed of 74 disyllabic word/pseudo-word pairs. Thirty-four pairs were target-present trials (i.e. the target phoneme was in the carrier item, see Appendix) and 40 pairs were target-absent trials. The stimuli in each word/pseudo-word pair were identical except for the last vowel (e.g. /apa/, hat vs. /apy/).

2.1.2.1. Target-present trials. For the 34 pairs of target-present trials (or carrier items), the target phoneme was located at the onset of the second syllable (e.g. the target /pl/ in /papo/ or /apy/) so that each member of a pair activates the same number of lexical candidates until the target phoneme appears (Marslen-Wilson, 1990). Having the target at the end of the stimulus, instead of the beginning, also increases the probability of observing a strong lexical effect (Frauenfelder et al., 1990). We used seven consonant target phonemes: three labials (/p/, /l/, /n/) and four dentals (/d/, /l/, /s/, /z/). In the carrier item, the following vowel could be either rounded (/o/, /a/, /y/, /o/) or stretched (/i/, /e/). Half of the word/pseudo-word pairs were contrasting for articulatory gestures. One member of the pair could end in a rounded vowel whereas the other ended in a stretched vowel (e.g. /trup/, flock vs. /trup/). In the other half both members of each pair ended in rounded or stretched vowels (e.g. /apo/ vs. /apy/). The mean word frequency for the carrier words was 45.88 pm (LEXIQUE, New et al., 2001). Half of them were considered as frequent (F > 10 occurrences per million) and the other half were not (F < 10 occurrences per million).

2.1.2.2. Target-absent trials. The 40 word/pseudo-word pairs of target-absent trials (e.g. /toxt/, turtle vs. /toxt/) were constructed using the same phonemes as described for the carrier items. However, these pairs were always preceded by a non-matching target phoneme (e.g. the target /p/ in /toxt/ or /toxt/). The mean word frequency for the target-absent words was 42.99 (New et al., 2001). Half of them were considered as frequent (F > 10 occurrences per million) and the other half were not (F < 10 occurrences per million).

2.1.2.3. Stimuli recording. The stimuli were recorded in a sound proof room by a trained male native French speaker with a green background. Only the head and top part of the neck of the speaker was visible. He had to start making each utterance with his mouth closed and was instructed to avoid blinking during the stimulus pronunciation. A tri-CCD SONY DXXC-990P camera and an AKG C1000S microphone were used to make the recording. The recording was digitalized with the Dps Reality v 3.1.9 software to obtain mpeg video files. The soundtrack extracted from the video was used for the auditory only (A) condition in order to have exactly the same acoustic signal in the A and AV conditions.

Target phonemes were recorded in a sound proof room with a Marantz PMD 670 digital recorder in order to obtain wave files. They were pronounced by a 22-year-old female native French speaker in a schwa context (e.g. target /pa/ for the carrier items /apa/ and /apy/). Thus, two different speakers were chosen to produce the speech material (target phonemes and carrier items) to make sure that phoneme detection would not be due to speaker specificity.

We used Matlab 7.1 software to generate the noise and to add it to each spoken utterance. We used two Signal to Noise Ratios: –9 dB vs. –18 dB. As each utterance energy was dependent on its vowel and consonant type (e.g., plosive, fricative) we calculated the mean strength for each stimulus and then added white noise so that the stimuli could have the same Signal to Noise Ratio throughout the whole presentation.

The stimuli were spread out over four experimental lists corresponding to the four presentation conditions:

---

1 The Signal to Noise Ratio, often written S/N or SNR, is a measure of signal strength related to background noise. The ratio is usually measured in decibels (dB). We used the following formula: SNR = 20 log_{10}(V_s/V_n) in which V_s and V_n are respectively the original signal amplitude and the noise amplitude.
A −9 dB; A −18 dB; AV −9 dB; AV −18 dB. Each list contained 8 or 9 pairs of target-present trials and 10 pairs of target-absent trials. Consequently, each target-present or target-absent trial was presented only once to each participant. The presentation condition of each list was counterbalanced between the participants.

2.1.3. Procedure

The participants were tested individually. They sat at 50 cm from a LCD screen (Neovo 17 X-17A) in a darkened sound proof room. Video stimuli were presented at 25 frames/s. The auditory component of the stimuli was provided at a 44,100 Hz sampling rate by two SONY SRS-88 speakers located on both sides of the screen. The experiment was performed using E-Prime 2.0 software (Psychological Software Tools, Pittsburgh, PA). The participants were given a set of oral instructions explaining that they would first hear a consonant target phoneme and then a word or a pseudo-word (carrier) in which they had to detect this target. They were told that the target phoneme could or could not be in the carrier utterance. A Go/No Go response task was employed: participants had to press the space bar of a keyboard as quickly as possible when they heard the target phoneme in the carrier item and do nothing if they did not hear it, using only one hand to give their answer. The participants were told to detect the consonant target phoneme regardless of its orthographic representation.2

For each participant, half of the carrier items appeared in AV with the video of the speaker moving (half at −9 dB, half at −18 dB). In the other half (the A condition) the stimuli were only displayed auditorily (half at −9 dB, half at −18 dB). The experiment was divided into two blocks, namely A and AV. The block order was counterbalanced across participants. Between each block, a black screen informed the participants of a change in the presentation modality. For the AV condition participants were told to focus on one modality more than another (cf. Amano and Sekiyama, 1998; Tippana et al., 2004). Within each block, the participant perceived the first part of the stimuli in one SNR condition (e.g. −9 dB) and the second part in the other SNR condition (e.g. −18 dB). The order of each SNR condition was counterbalanced across participants. Moreover, half of the items within the four conditions contained the target phoneme (target-present trials) and half did not (target-absent trials). Within each condition, the order of the stimuli was randomised. A 10 stimuli-long training session preceded the test.

2.2. Results and discussion

Mean response latencies and percentages of correct phoneme detection were calculated for each participant and each item pair. Two participants were removed from the analyses because they did not respond in the A condition at −18 dB. A 2 (modality: A vs. AV) × 2 (lexical status: word vs. pseudo-word) × 2 (Signal to Noise Ratio: −9 dB vs. −18 dB) within participants ANOVA was conducted by both participants (F1) and items (F2). We discarded from the analyses the data that were for every condition above or below two standard-deviations (SD) from the mean (2.3% of the data).

2.2.1. Percentage of correct phoneme detection

Table 1 presents the percentage of correct phoneme detection for words and pseudo-words in A and AV for the two noise conditions (−9 dB vs. −18 dB).3 The analyses revealed a strong AV advantage, F1 (1, 78) = 180.87, p < .001; F2 (1, 33) = 46.68, p < .001. The analyses also showed that the scores were higher at −9 dB than at −18 dB, F1 (1, 78) = 199.34, p < .001; F2 (1, 33) = 67.54, p < .001. These results replicate Benoit et al.’s (1994) findings. The performance was also enhanced when the target phonemes were embedded in words, F1 (1, 78) = 8.23, p < .005; F2 (1, 33) = 3.06, p < .1.

The interaction between lexical status and modality was significant, F1 (1, 78) = 10.34, p < .005; F2 (1, 33) = 6.96, p < .05. The word advantage for phoneme detection was greater in AV than in A, F1 (1, 78) = 23.83, p < .001; F2 (1, 33) = 10.21, p < .01 and both Fs < 1, respectively. There was also a significant interaction between lexical status and noise, F1 (1, 78) = 6.95, p = .01; F2 (1, 33) = 4.69, p < .05. In AV, planned comparisons showed that the word superiority effect was higher at −18 dB than at −9 dB, F1 (1, 78) = 24.72, p < .001; F2 (1, 33) = 11.48, p < .01 and F1 (1, 78) = 4.37, p < .05; F2 (1, 33) = 2.54, p = .12, respectively.

2.2.2. Response latencies

Table 2 presents the response latencies for words and pseudo-words in A and AV for the two noise conditions (−9 dB vs. −18 dB).

---

2 In French, for instance, the phoneme /f/ can be written “f” or “ph”.

3 To make sure that the participants did not develop any response strategies, we also computed a d for each stimulus pair, using this formula 
\[ d = z(CD) - z(FA) \]
where z represents the inverse of the normal cumulative distribution and CD and FA refers respectively to the mean probability of correct phoneme detection and false alarms. A 2 (modality: A vs. AV) × 2 (Signal to Noise Ratio: −9 dB vs. −18 dB) × 2 (lexical status: word vs. pseudo-word) within participants ANOVA was conducted by participants. We replicated the results obtained by analysing only the correct detection scores. The analyses on d revealed a strong AV advantage, F (1, 78) = 212.7, p < .001. The scores were also higher at −9 dB than at −18 dB, F (1, 78) = 19.3, p < .001. There was a word superiority effect, F (1, 78) = 10.7, p < .005. The interaction between lexical status and modality was significant, F (1, 78) = 5.5, p < .05. Planned comparisons revealed that the word advantage was greater in AV than in A at −9 dB, F (1, 78) = 4.91, p < .05 in AV vs. F (1, 78) < 1 in A; and at −18 dB, F (1, 78) = 6.2, p = .01 in AV vs. F (1, 78) < 1 in A. There was also a significant interaction between modality and noise, F (1, 78) = 10.1, p < .005, suggesting that the AV advantage for phoneme detection was greater at −18 dB than at −9 dB.
The Signal to Noise Ratio was faster and had higher scores in AV than in A only conditions. We thus re-conducted Experiment 1 in a non-noisy environment. 1987). We thus re-conducted Experiment 1 in a non-noisy environment.

The analyses revealed a significant main modality effect in favour of the AV condition, $F_1 (1, 78) = 32.27$, $p < .001$; $F_2 (1, 36) = 8.21$, $p < .01$; $F_2 (1, 33) = 11.48$, $p < .01$. As in other studies using a phoneme monitoring task, the participants were faster at detecting the target phonemes in words than in pseudo-words. However, we neither obtained a main modality effect nor an interaction between the two factors (all $F$s $< 1$). The analyses on correct phoneme detection did not yield any significant effect (all $F$s $< 1$).

### 3. Experiment 2

#### 3.1. Method

##### 3.1.1. Participants

Thirty-seven native French speakers ranging in age from 18 to 32 years with a mean age of 21.8 years participated in the experiment. They all had normal or corrected-to-normal vision and reported no auditory disorders.

**Stimuli and procedure**

They were the same as in Experiment 1 but without noise.

#### 3.2. Results

Mean correct phoneme detection percentages and response latencies were calculated for each participant and for each item pair. A $2$ (modality: A vs. AV) $\times 2$ (lexical status: word vs. pseudo-word) within participants ANOVA was conducted by participants ($F_1$) and items ($F_2$). We discarded from the analyses 1% of our data that was above or below two standard-deviations (SD) from the mean. Table 3 presents the response latencies for words and pseudo-words in the A and AV conditions.

The analyses conducted on response latencies revealed a main lexical effect, $F_1 (1, 36) = 8.21$, $p < .01$; $F_2 (1, 33) = 11.48$, $p < .01$. As in other studies using a phoneme monitoring task, the participants were faster at detecting the target phonemes in words than in pseudo-words. However, we neither obtained a main modality effect nor an interaction between the two factors (all $F$s $< 1$). The analyses on correct phoneme detection did not yield any significant effect (all $F$s $< 1$).

### 4. General discussion

The goal of this study was to show that the visual information provided by the speaker’s articulatory gestures contributes to lexical activation during word recognition. We conducted a phoneme monitoring task with words and pseudo-words in Audio only (A) and Audiovisual (AV) contexts with two levels of noise masking the acoustic signal (Experiment 1) and without noise (Experiment 2).

Our results replicated Benoit et al.’s (1994) findings. Phoneme detection scores were higher in AV than in A, especially in noisy conditions (Experiment 1). The audiovisual benefit could be explained by the fact that under

---

**Table 1**

<table>
<thead>
<tr>
<th>Modality of presentation</th>
<th>Words</th>
<th>Pseudo-words</th>
<th>Word superiority effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio alone</td>
<td>68.2 (20.4)</td>
<td>69.4 (19.26)</td>
<td>-1.2</td>
</tr>
<tr>
<td>Audiovisual</td>
<td>90.9 (10.54)</td>
<td>88.1 (11.9)</td>
<td>2.8^</td>
</tr>
</tbody>
</table>

---

**Table 2**

<table>
<thead>
<tr>
<th>Modality of presentation</th>
<th>Words</th>
<th>Pseudo-words</th>
<th>Word superiority effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio alone</td>
<td>808.3 (108.4)</td>
<td>808.9 (204.5)</td>
<td>0.6</td>
</tr>
<tr>
<td>Audiovisual</td>
<td>671.3 (121)</td>
<td>673.8 (95.5)</td>
<td>2.5</td>
</tr>
</tbody>
</table>

---

**Table 3**

<table>
<thead>
<tr>
<th>Modality of presentation</th>
<th>Words</th>
<th>Pseudo-words</th>
<th>Word superiority effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio alone</td>
<td>844.6 (244.1)</td>
<td>899.2 (175.8)</td>
<td>54.6</td>
</tr>
<tr>
<td>Audiovisual</td>
<td>734.9 (113.7)</td>
<td>759.1 (138.2)</td>
<td>24.2</td>
</tr>
</tbody>
</table>

---

4 We also computed a $d$ for each stimulus pair and conducted a 2 (modality: A vs. AV) $\times 2$ (lexical status: word vs. pseudo-word) ANOVA by participants. As for the correct phoneme detection, neither main effects nor interaction between the two factors were significant (all $F$s $< 1$).
deteriorated acoustic conditions, visual and acoustic signals complement each other (Summerfield, 1987). The auditory information (e.g. place of articulation) that has been masked by the noise is available in the visual signal and can be recovered by seeing the lips, teeth, tongue and jaw movements (Miller and Nicely, 1955; Robert-Ribes et al., 1998). The data on latencies indicate that phoneme detection was faster in AV than in A when the acoustic signal is deteriorated. This suggests that the information on the speaker’s orofacial gestures not only enhances phoneme identification in noise (Benoit et al., 1994), but it also accelerates phoneme detection.

The results also revealed a main lexical effect. Consonant phonemes were detected better when they were embedded in words rather than in pseudo-words. This word superiority effect indicates that phoneme detection can be influenced by lexical knowledge. In the noisy situation (Experiment 1), the lexical effect was mostly present in the AV condition. This suggests that the lexical effect is not due to auditory information only. Indeed, these results indicate that the presence of visual information not only facilitates phoneme detection but also contributes in the process of word recognition, especially when the auditory information is deteriorated. Our results are in line with Brancacio (2004) and Barutchu et al. (2008) and provide complementary data indicating that the processing of facial information accelerates phoneme perception and enhances lexical activation in a noisy environment. In Experiment 1, we did not observe a lexical effect in the A modality. We do not have a plausible explanation for this lack of results.

In the without-noise conditions (Experiment 2), consonant phonemes were detected faster when they were embedded in words than in pseudo-words. We observed a main lexical effect on response latencies but no significant interaction with the presentation modality. The lack of effect was essentially due to ceiling effects in both A and AV. Indeed, when the conditions for speech perception were optimal (i.e. when the acoustic signal was clear) the auditory information was enough for recognizing the words efficiently (see Spinelli and Ferrand, 2005, for a review on auditory word recognition studies). Further research should be carried out to determine whether the visual information enhances the lexical activation in every face-to-face situation or only when the auditory information is deteriorated or unavailable.

Models of spoken word recognition such as TRACE (McClelland and Elman, 1986) or MERGE (Norris et al., 2000) describe lexical access in the auditory modality only. However, our data showed a word superiority effect in the AV modality, suggesting that visual information plays a role in lexical access. None of these models incorporate the orofacial gestures as a source of information in their architectures. How could models like TRACE and MERGE account for our results if they included visual information?

TRACE assumes that during the perception of an isolated utterance (i.e. a word or a pseudo-word) some activation first spreads from the sensory input to the featural level. Next, the activation flows to the phonemic stage, where the phonemic decisions are made. When the stimulus is a word, the activation scattering then spreads to the lexical level. To account for the word superiority effect on phoneme detection, TRACE assumes that the activation which reaches the lexical stage flows back to the phonemic level. In this model, the activation can spread bidirectionally between the pre-lexical (featural or phonemic) levels and the lexical units. Thus, the phonemic level receives more activation for a phoneme embedded in a word than for a phoneme embedded in a pseudo-word. Consequently, the word superiority effect observed in our experiment would result – according to a top-down view of spoken word recognition – from a feedback from high-level lexical representations to low-level phonemic units. In the AV condition, pre-lexical units would receive activation from the visual and the auditory inputs whereas in the A modality, the activation flow would only emerge from the auditory input. According to this hypothesis, the phonemic stage would receive more activation in AV than in A. This mechanism could explain why visual information enhances and accelerates the phoneme detection process.

MERGE differs from TRACE with respect to the direction of the activation flow between the pre-lexical and lexical stages. MERGE assumes that activation spreads unidirectionally from pre-lexical to lexical nodes. There is no feedback from lexical to pre-lexical stages. To account for the word superiority effects, MERGE integrates a phoneme decision stage that is independent of the other two nodes. This level is entirely devoted to phonemic decision processes and it is not permanently connected to the other nodes. The connections from the lexical nodes to the phoneme decision nodes are operational only when the listener has to make phonemic decisions (e.g. during a phoneme monitoring task). According to MERGE, during the perception of an isolated word, the activation would spread from the input (or pre-lexical) nodes to the lexical nodes and to the

<table>
<thead>
<tr>
<th>Modality of presentation</th>
<th>Words</th>
<th>Pseudo-words</th>
<th>Word superiority effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audio alone</td>
<td>478 (93)</td>
<td>491 (98.8)</td>
<td>13</td>
</tr>
<tr>
<td>Audiovisual</td>
<td>475 (128)</td>
<td>493 (125)</td>
<td>18</td>
</tr>
<tr>
<td>Mean</td>
<td>476</td>
<td>492</td>
<td>16**</td>
</tr>
<tr>
<td><strong>CR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audio alone</td>
<td>95.1 (7.1)</td>
<td>96.1 (7.4)</td>
<td>–1</td>
</tr>
<tr>
<td>Audiovisual</td>
<td>95.9 (7)</td>
<td>94.4 (8.31)</td>
<td>1.5</td>
</tr>
<tr>
<td>Mean</td>
<td>94.8</td>
<td>94.7</td>
<td>0.1</td>
</tr>
</tbody>
</table>

* Word superiority effect significant by participants and by items.
phoneme decision nodes simultaneously. Then, activation flows from the lexical nodes to the phoneme decision nodes. This excitatory connection between the lexical and phoneme decision nodes accounts for the word superiority effects on phoneme detection for the auditory modality. If MERGE included a visual input in its architecture, lexical nodes should receive more bottom-up support in AV than in A.

Determining the top-down or bottom-up nature of the lexical influence on phonemic process is beyond the scope of our study and further research is needed to determine how visual processing interacts with lexical activation. The timing of audiovisual integration in lexical access still remains an open question. One possibility is that the visual information directly activates lexical representations. Alternatively, the visual information could influence a pre-lexical stage. Although the present study does not provide an answer to this question, other studies with different paradigms are in progress to provide insights as to the locus of the effect of the visual information during lexical access.
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Appendix.

Target-present trials used in Experiment 1 (noisy conditions) and Experiment 2 (without noise). Letters in bold represent target phonemes.

<table>
<thead>
<tr>
<th>Words</th>
<th>Phonetic form</th>
<th>Frequency</th>
<th>Pseudo-words</th>
<th>Phonetic form</th>
<th>Words</th>
<th>Phonetic form</th>
<th>Frequency</th>
<th>Pseudo-words</th>
<th>Phonetic form</th>
</tr>
</thead>
<tbody>
<tr>
<td>atout</td>
<td>[at]</td>
<td>5.74</td>
<td>ato</td>
<td>[at]</td>
<td>glaefs</td>
<td>[glas]</td>
<td>0.02</td>
<td>glassu</td>
<td>[glas]</td>
</tr>
<tr>
<td>avoue</td>
<td>[avo]</td>
<td>61.56</td>
<td>avo</td>
<td>[avo]</td>
<td>indou</td>
<td>[edu]</td>
<td>0.03</td>
<td>indé</td>
<td>[ede]</td>
</tr>
<tr>
<td>bèvue</td>
<td>[bev]</td>
<td>0.36</td>
<td>bèvo</td>
<td>[bev]</td>
<td>landau</td>
<td>[lado]</td>
<td>1.01</td>
<td>landi</td>
<td>[ladi]</td>
</tr>
<tr>
<td>bouffi</td>
<td>[buf]</td>
<td>1.16</td>
<td>boufu</td>
<td>[bufy]</td>
<td>messie</td>
<td>[mesi]</td>
<td>0.69</td>
<td>messé</td>
<td>[mes]</td>
</tr>
<tr>
<td>cadeau</td>
<td>[kado]</td>
<td>125.79</td>
<td>cadu</td>
<td>[kady]</td>
<td>nazi</td>
<td>[nazi]</td>
<td>7.11</td>
<td>nazé</td>
<td>[naze]</td>
</tr>
<tr>
<td>chapeau</td>
<td>[apo]</td>
<td>54.91</td>
<td>chapu</td>
<td>[apy]</td>
<td>niveau</td>
<td>[nivo]</td>
<td>50.7</td>
<td>nivi</td>
<td>[nivi]</td>
</tr>
<tr>
<td>choisit</td>
<td>[wazi]</td>
<td>170.48</td>
<td>choisé</td>
<td>[wze]</td>
<td>oiseau</td>
<td>[wazo]</td>
<td>77.73</td>
<td>oisi</td>
<td>[wazi]</td>
</tr>
<tr>
<td>clapot</td>
<td>[klo]</td>
<td>0.16</td>
<td>clapi</td>
<td>[kla]</td>
<td>perdu</td>
<td>[prady]</td>
<td>36.46</td>
<td>perdo</td>
<td>[prado]</td>
</tr>
<tr>
<td>convie</td>
<td>[köv]</td>
<td>2.52</td>
<td>convé</td>
<td>[köv]</td>
<td>récit</td>
<td>[resi]</td>
<td>9.89</td>
<td>réssé</td>
<td>[rass]</td>
</tr>
<tr>
<td>couteau</td>
<td>[kuto]</td>
<td>58.15</td>
<td>c oui</td>
<td>[kuti]</td>
<td>rendu</td>
<td>[rädy]</td>
<td>508.51</td>
<td>rendeux</td>
<td>[räde]</td>
</tr>
<tr>
<td>devis</td>
<td>[dovi]</td>
<td>0.94</td>
<td>devé</td>
<td>[dove]</td>
<td>surtout</td>
<td>[syntu]</td>
<td>1.89</td>
<td>surti</td>
<td>[sytti]</td>
</tr>
<tr>
<td>dissoit</td>
<td>[disu]</td>
<td>3.94</td>
<td>dissé</td>
<td>[dise]</td>
<td>survie</td>
<td>[syrv]</td>
<td>11.64</td>
<td>survou</td>
<td>[syru]</td>
</tr>
<tr>
<td>envie</td>
<td>[avi]</td>
<td>213.96</td>
<td>envé</td>
<td>[ave]</td>
<td>vaudou</td>
<td>[vodu]</td>
<td>2.93</td>
<td>vaudo</td>
<td>[vodo]</td>
</tr>
</tbody>
</table>


