Somatosensory function in speech perception
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Somatosensory signals from the facial skin and muscles of the vocal tract provide a rich source of sensory input in speech production. We show here that the somatosensory system is also involved in the perception of speech. We use a robotic device to create patterns of facial skin deformation that did not normally accompany speech production. We find that when we stretch the facial skin while people listen to words, it alters the sounds they hear. The systematic perceptual variation we observe in conjunction with speech-like patterns of skin stretch indicates that somatosensory inputs affect the neural processing of speech sounds and show the involvement of the somatosensory system in the perceptual processing in speech.
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S

omatosensory information arising from facial skin deformation is a significant but little-recognized source of sensory input accompanying speech production. The present study indicates that there is also somatosensory involvement in the perception of speech. The existence of pathways between somatosensory and auditory areas of the brain has been documented previously (1–5). However, little is known about the possible role of somatosensory inputs, and in particular, those associated with speech production, in the perception of speech sounds.

The effects of somatosensory inputs on auditory function have been reported previously in phenomena unrelated to speech. For example, vibrotactile inputs to the hands affect judgments of perceived loudness (5). There are likewise multisensory influences on auditory perception in speech. The contribution of visual inputs in particular is well documented (6, 7). However, possible somatosensory effects on speech perception are different in that somatosensory inputs are not involved in any obvious way in the perception of speech sounds.

Somatosensory feedback in speech production is intriguing because of the lack of muscle proprioceptors in orofacial muscles (8–11). In the absence of the usual pattern of sensory support from muscle proprioceptors, other somatosensory inputs are presumably important to orofacial motor control. Recently, there has been growing recognition of the importance of information associated with skin deformation in limb motor control (12–14). Because the facial skin is rich in cutaneous mechanoreceptors (15) and is systematically deformed during normal speech production (16), somatosensory input associated with skin deformation may be important in articulatory control, and possibly in speech perception as well.

The idea that perception and production are mediated by common mechanisms originates in the motor theory of speech perception (17, 18). However, the possible effects of somatosensory input on speech perception are almost entirely unknown, and indeed evidence to date for the link between perception and production comes exclusively from demonstrations of cortical motor activation in conjunction with speech perception (19–21). The potential effect of somatosensory input on perception would be a good indication that inputs normally associated with production are also involved in speech perceptual processing.

In the present study, we show that speech-like patterns of facial skin deformation affect the way people hear speech sounds. Our subjects listened to words one at a time that were taken from a computer-generated continuum between the words head and had. We found that perception of these speech sounds varied in a systematic manner depending on the direction of skin stretch. The presence of any perceptual change at all depended on the temporal pattern of the stretch, such that perceptual change was present only when the timing of skin stretch was comparable to that which occurs during speech production. The findings are consistent with the hypothesis that the somatosensory system is involved in the perceptual processing of speech. The findings underscore the idea that there is a broad nonauditory basis to speech perception (17–21).

Results

We examined whether we could change the perceptual boundary between 2 words by using speech-patterned somatosensory input that was produced by stretching the facial skin as subjects listened to the stimulus words. We used a robotic device (Fig. 1) to create patterns of facial skin deformation that would be similar to those involved in the production of head and had. We tested 3 directions of skin stretch (up, down, backward) with 3 different groups of subjects. We also carried out 2 control tests in which we assessed the effects on speech perception of patterns of skin stretch that would not be experienced during normal facial motion in speech. One involved a twitch-like pattern of skin stretch; the other involved static skin deformation.

We found that the perceptual boundary between head and had was altered by the skin stretch perturbation. Fig. 2 shows, for a single subject, a representative example of the perceptual modulation using a single cycle of 3-Hz skin stretch in an upward direction. The figure shows the probability that the subject judged the stimulus word as had for each of the 10 stimulus levels on the head to had continuum. The fitted lines give the estimated psychometric function, with the control condition shown in blue and the skin stretch condition shown in red. As can be seen, the value corresponding to the 50th percentile of the estimated psychometric function shifted to the right in the perturbation condition. This means that the upward skin stretch resulted in an increase in the probability that a word was identified as head. It can also be seen that the skin stretch perturbation had different effects at different points along the stimulus continuum. The perceptual effect of the skin stretch was greatest for intermediate values of head and had and had little effect near the ends of the continuum, where the stimuli were clearly identified as one word or the other.

We found that speech sound classification changed in a predictable way depending on the direction in which we stretched the skin. When the skin was stretched upward, the stimulus was more often judged as head. When the skin was stretched downward, the stimulus sounded more like had. When the stretch was in a backward direction, there was no perceptual
Fig. 1.  Experimental setup for the delivery of skin stretch perturbations.

The effect.  Fig. 3 summarizes the mean difference between the control and the perturbation conditions for the 3 directions of 3-Hz skin stretch by using mean probability (Fig. 3A) and identification cross-over (Fig. 3B) as dependent measures.  The error bars give the standard error of the difference between means (i.e., between perturbation and control conditions). We assessed perceptual differences due to skin stretch and skin stretch direction by using a 2-way ANOVA, with one repeated factor (perturbation versus control trials) and one between the subject’s factor (skin stretch direction). Bonferroni-corrected comparisons showed that when we stretched the facial skin upward, the identification cross-over value increased and the mean probability of responding had decreased (\( P < 0.01 \)) in both cases. When we stretched the facial skin downward, we observed the opposite pattern. Specifically, the identification cross-over value decreased and the mean probability of responding had increased (\( P < 0.025 \) for both post hoc tests). Finally, when we stretched the skin backward there was no effect on identification performance (\( P > 0.85 \)). These systematic changes in speech sound classification as a function of skin stretch direction indicate that somatosensory information associated with the facial skin stretch can play a role in the perception of speech sounds. The modulation suggests a close tie between the neural processes of speech perception and production.

We assessed the extent to which the perceptual classification of speech sounds was dependent on the specific temporal pattern of facial skin stretch. For the data described above, we used 3-Hz sinusoidal patterns of skin stretch to approximate the temporal pattern of facial skin deformation that would normally occur in conjunction with the jaw lowering and raising movements in the production of head and had. Here we examined whether the skin stretch pattern had to be speech-like if changes in auditory classification were to be observed. We compared the previously obtained responses by using 3-Hz skin stretch with 2 new patterns: a single cycle of 9-Hz stretch and a pattern involving static skin stretch (see Methods). We focused on the effects of skin stretch in an upward direction because this had previously produced the largest perceptual effects.

Fig. 4 summarizes the difference between control and perturbation conditions in terms of mean probability (Fig. 4A) and identification cross-over value (Fig. 4B). The error bars show the
standard error of the difference between means across subjects. Data for the 3-Hz condition are repeated from the previous section. Two-way ANOVA followed by Bonferroni-corrected comparisons was used to test for differences between skin stretch and control conditions for the 3 temporal patterns of stretch. In contrast to the mechanical stretch function associated with facial skin deformation such that perceptual change was present only when the timing of skin stretch was comparable to that which occurs during speech production.

Evidence to date for the idea that speech production and perception systems have a common neural substrate has come entirely from work on motor function and has been motivated by the motor theory of speech perception (17, 18). For example, studies using transcranial magnetic stimulation (TMS) have recently documented the involvement of the premotor and motor cortex in the neural processing of speech (19–21). These studies have shown that the evoked electromyographic response to TMS to the lip area of motor cortex is facilitated by watching speech movements and listening to speech sounds (20), and that repetitive TMS to premotor cortex affects performance in a speech perception task (21). In contrast, the possible effects of somatosensory function on speech perception have been unexplored despite extensive evidence that somatosensory inputs are important in speech production as well as in motor function more generally. Present findings show that speech perception is linked not only to cortical motor areas involved in speech production but importantly is also affected by the kinds of somatosensory inputs that would normally arise in conjunction with speech production.

The neural responses of cutaneous mechanoreceptors are dependent on the direction of sensory input both in the orofacial system and in the hands (22). Moreover, in recent studies of somatosensory function in the limbs (12–14) it has been reported that stretching the skin results in a sensation of movement if the skin is stretched in a manner corresponding to normal movement. Different patterns of skin stretch at the side of the mouth may similarly bias the perception in the associated direction. Stretching the skin lateral to the oral angle, which is the area that we focused on in the present study, induced a cortical reflex that was associated with a modification of lip position in response to a sudden change in the position of the jaw (23). Because the cutaneous mechanoreceptors lateral to the oral angle are activated during speech movements and especially jaw motion (15), stretching the facial skin lateral to the oral angle could provide kinesthetic information concerning articulatory motion. This information may both complement and shift the perception of the speech sounds.

Methods

Seventy-five native speakers of American English participated in the experiment. The subjects were all young adults, had normal hearing, and had no neurological deficits. There were 5 separate experimental conditions, and 15 different subjects were tested in each condition. All subjects signed the approved Yale University Human Investigation Committee informed consent form.

Auditory Stimuli. The stimulus continuum was generated by using an iterative Burg algorithm for estimating spectral parameters (24). The procedure involved shifting the first (F1) and the second (F2) formant frequencies in equal steps from values observed for head to those associated with had. The stimuli were generated from tokens provided by a male native speaker of English. For this individual, we obtained average values across 5 tokens of head of 537 Hz and 1640 Hz, for F1 and F2, respectively. Values for had were 685 Hz and 1500 Hz, respectively.

Speech Perception Test. On each trial, the subject was presented with one of the 10 words, selected in random order. The task was to identify whether the word was head or had by pressing a button on a display screen with a computer mouse. The probability that the subject answered had was calculated for each of the 10 stimuli that formed the continuum and the obtained proportions were fitted with a logistic function (25). A screening test that used the same stimuli was conducted before the main experiment. The purpose was to verify that judgment probabilities changed monotonically over the stimulus set. Subjects that failed to display a monotonous psychometric function were excluded from the main test. Three subjects were eliminated on this basis.

Skin Stretch Perturbation. We programmed a small robotic device (Phantom 1.0, SensAble Technologies) to apply skin stretch loads (Fig. 1). The skin stretch was produced by using small plastic tabs (2 × 3 cm), which were attached bilaterally to the skin at the sides of the mouth and were connected to the robotic device through thin wires. The wires were supported by wire supports with pulleys to avoid contact between the wires and the facial skin. By changing the configuration of the robotic device and the wire supports, the facial skin was stretched in different directions.

We have focused on sensory inputs arising in the facial skin because there are systematic facial skin deformations in conjunction with speech production (16). The facial skin is rich with cutaneous afferents, but their role as a source of sensory information in speech production is infrequently recognized. We have focused specifically on the skin at the sides of the mouth for a variety of reasons. Infraorbital nerve afferents with cutaneous receptive fields at this location are activated by speech production (15). Cutaneous afferents at the side of the mouth are also implicated in jaw movement. In particular, cutaneous mechanoreceptors at the oral angle have been shown to respond to passive jaw motion (26, 27). Skin stretch at this location results in a compensatory reflex response that is normally evoked by unpredictable jaw position changes (23).

The temporal pattern and timing of the facial skin deformation were as follows. The temporal profile was that of a single cycle of a 3-Hz sinusoid that was chosen to approximate the duration of a jaw opening–closing cycle in the inferior rectus muscle.
speech. The commanded amplitude was 4 N. This resulted in 10–15 mm of skin stretch. The timing of the facial skin stretch relative to the audio signal was set, on the basis of preliminary testing, in order that subjects perceived both auditory and somatosensory signals simultaneously. A difference of 90 ms in start time (with the skin stretch perturbation first) was used in all tests involving sinusoidal force patterns.

We carried out two control tests: one involving a twitch-like skin stretch, the other involving static skin deformation. In the case of the twitch-like skin stretch, the profile was a single cycle of a 9-Hz sinusoidal pattern. The amplitude and peak timing of the facial skin stretch were the same as in the 3-Hz condition. The 9-Hz stretch resulted in a perturbation that was shorter than the sounds of our auditory stimuli and faster than normal speech movements. In the case of static skin deformation, a constant force of 2 N deformed the facial skin while the subject listened to the stimulus word. The resulting skin stretch amplitude was comparable to that used with sinusoidal loads, about 10–15 mm. The force onset was 730 ms before the audio onset. The force was removed when the subject pressed the answer button. Both the twitch force and the constant force were applied in an upward direction.

**Experimental Procedure.** In each of the conditions of force application, we alternated blocks of perturbation trials (10 trials) with blocks of control trials (10 trials). In the perturbation trials, perceptual judgments were accompanied by facial skin stretch. In control trials, the subject was required to perform the same perceptual judgments but no loads were applied. Each subject was tested with one direction of skin stretch and one temporal pattern of force. In total there were 600 trials (and thus 600 perceptual judgments) per experiment, 300 in the control (no skin stretch) condition and 300 in the skin stretch condition. Thirty responses were recorded for each of the 10 steps between head and had.

**Statistical Analysis.** We carried out quantitative tests for differences in perceptual performance between perturbation and control conditions by using two different measures: (i) mean judgment probability and (ii) the identification cross-over value. The mean judgment probability was calculated by averaging the judgment probabilities of all stimulus levels in each condition; the identification cross-over (category boundary) was determined by finding the auditory stimulus value corresponding to the 50th percentile of the estimated psychometric function. We evaluated differences between control and perturbed conditions by using a repeated-measures ANOVA in which control trials versus perturbed trials were within the subject’s factors and the skin stretch direction or the temporal pattern of skin stretch were between the subject’s factors. ANOVA was followed by Bonferroni-corrected comparisons to assess the reliability of specific pairwise differences.
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