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Abstract. In the case of a determined linear instantaneous mixture, a
method to estimate non-stationnary sources with non activity periods is
proposed. The method is based on the assumption that speech signals
are inactive in some unknown temporal periods. Such silence periods
allow to estimate the rows of the demixing matrix by a new algorithm
called Direction Estimation of Separating Matrix (DESM). The periods
of sources inactivity are estimated by a generalised eigen decomposition
of covariance matrices of the mixtures, and the separating matrix is then
estimated by a kernel principal component analysis. Experiments are
provided with determined mixtures, and shown to be efficient.

1 Introduction

Blind source separation consists of estimating unknown signals (denoted sources)
from mixtures of them without prior knowledge neither about the nature of mix-
ing function nor about the sources. When involved sources have specific prop-
erties, the source separation can be based on them leading thus to semi-blind
source separation methods. For instance when speech signals are present among
the sources, non-stationarity [T0/I3], or sparse decomposition in a specific ba-
sis [I7UT2] have been exploited. In parallel, the bi-modal (audio-visual) nature of
speech was used [IAT6OITTII2]. Audiovisual speech source separation is based on
the strong links which exist between the sound produced by a speaker and visual
speech signals, in particular speaker’s lips movement: these methods exploit the
complementarity and the redundancy of these modalities.

The proposed method is based on the “sparsity” of speech signals. Indeed,
they are highly non-sationnary: there are a lot of lapses of time during which
the signal power is negligible compared its averaged power, for instance time
between words. The proposed method draws from [I2] where the silent moments
of a speaker (estimated by a purely visual voice activity detection [3]) are used to
identify the function which allows to extract this specific speech signal. Even if
this audiovisual approach is efficient (even in the convolutive case), it requires a
specific device to record simultaneously audio and video signals by microphones
and camera, respectively. In the present study, the instantaneous mixing case is
addressed by a purely acoustic method which estimates jointly the voice non-
activity periods and the separation matrix.
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This paper is organised as follows. Section [2] presents the proposed approach
to exploit the natural speech sparsity, while Section 3] describes DESM algorithm
to estimate sources. Numerical experiments and results are given in Section [
before conclusions and perspectives in Section [Bl

2 Exploitation of Natural Speech “Sparsity”

In this section, the general framework of source separation with instantaneous
mixture is recalled before introducing the proposed method to exploit the natural
sparsity of speech.

Let s(t) € RMs denotes the N, dimensional column vector of source signals
whose j-th component is s;(t). With instantaneous mixtures, observations x;(t)
are expressed as a linear combination of sources s;(t): @;(t) = 3_; ai;8;(t), or
with matrix notation

x(t) = As(t), (1)

where A € RVm*Ns denotes the mixing matrix whose (i, j)-th entry is a; ; and
x(t) € RNm is the N,, dimensional column vector of the observations. In this
study, the determined case is considered: the number of mixtures N,, is so equal
to the number of sources Ns. The source estimation problem is then equivalent
to estimate a separating matrix B € R¥+*Ns such that

y(t) = Bx(t) (2)

is a vector whose components are the estimate of sources s;(t).

The independant component analysis (ICA) [6/4], which exploits the mutual
independance between the sources, was widely used to solve this problem. Re-
cently sparsity was introduced in source separation [§]. For instance, methods
proposed in [T712] are based on the assumption that, in some basis, there ex-
ist some parts where at most one source is present at the time allowing thus
to estimate the mixing matrix. Indeed, if at time index 7, only source s,(7) is
active (i.e., Vi # n,s;(7) = 0) then x(7) = a,$,(7). In other words, mixtures
x(7) are proportional to n-th column a,, of mixing matrix A. It is thus possible
to estimate all the columns of the mixing matrix, and to express the separating
matrix B as the inverse of the estimated mixing matrix.

The proposed method is quite different since it is based on the assumption
that there exist some time indexes where at least one source is inactive: i.e.
for t = 7, In / sn(7) = 0. Let suppose, in this section, that all the sources
are stationnary excepted one, let say si1(t) without any loose of generality. Let
R; denotes the covariance matrix of observations x(¢) computed for all time
indexes t, and let Ry denotes covariance matrix of observations computed dur-
ing an inactivity period of source s1(t). The proposed method is based on the
general eigenvalue decomposition of couple (Rg, Ry) [15]. It is easy to check that
(R2, R1) admits only two disctint generalised eigenvalues: 1 degenerated Ny — 1
times (whose eigensubspace € is a hyperplan complementary to a; ), and 0 whose
generalised eigenvector v is orthogonal to £. Thus the projection of observations
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x(t) on generalised eigenvector v allows to extract source si(t) by cancelling
the contribution of other sources: Vi # 1, vTa; = 0, since a; for i # 1 are in
hyperplan &.

This method allows first to detect if source s1(t) vanishes by testing gener-
alised eigenvalues and then to extract source s (t) when it is active by projecting
the observations on the generalised eigenvector associated with the generalised
eigenvalue equal to zero.

3 DESM Algorithm

In the previous section, only one source was considered to be non-stationnary
with non active periods. However, several sources can be non active (possibly
in different periods): for instance if the mixtures contain several speech sources.
Moreover, the inactivity periods are unknown. In this section, the proposed Di-
rection Estimation of Separating Matrix (DESM) algorithm is presented: it ex-
tends the previously proposed method (Section [2) to extract from the mixture
all the sources with non active periods.

To detect time periods where at least one source is non active, we proposed
to compute the generalised decomposition of couple {(R2(7), R1)}r where Ry
is the covariance matrix of observations x(t) estimated with all time samples
and Ry(7) is the covariance of observations x(¢) estimated on windowed samples
around 7 (typically, this window is about 100 milliseconds). The generalised
eigen decompositions of {(Rz(7), R1)}, provide

Ry(7) B(7) = Ry &(7) A7), ®3)

where A(7) is a diagonal matrix whose diagonal terms A1 (1) < --- < Ay, (7) are
the generalised eigenvalues and @(7) is an orthonormal matrix whose columns
¢i(7) are the generalised eigenvectors. Thus at 7 time, if N sources are inactive
then N generalised eigenvalues are null whose associated generalised eigenvectors
defined a subspace orthogonal to the subspace spanned by the Ny — N active
sources.

The proposed DESM algorithm can thus be decomposed in two steps:

1. the first one is to detect the periods where at least one source is inactive
by testing the generalised eigenvalues {\1(7)},: if Ai(7) < 7, where 7 is a
threshold chosen a priori, then the algorithm decides that at least one source
was inactive during time window centred on 7. Let © = {7 | A1(7) < n} be
the set of time indexes where at least one source is inactive (the cardinal of
© is N;). This provides a set of vectors {¢1(7)}rco defined as the set of the
first generalised eigenvector with 7 € @. These vectors are mainly aligned in
the directions which allows to extract corresponding sources (Fig. ). These
direction are the rows of the separating matrix.

2. then the DESM algorithm estimates these directions thanks to a kernel prin-
cipal component analysis (kernel PCA) [9[7], where the kernel is chosen as
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k(o1(t), o1 (') = kuur = 1=cos o (4)

A [T @ () —cos b if ¢T(t)py (1) > cos by
0, else

with ¢ and ¢’ in ©, and where 6 is an angle which is chosen a priori. Kernel
PCA consists in performing an eigen decomposition of matrix K € RN~*N-
whose (7, j)-th entry is k; ;:

K=vAuT, (5)

where A is a diagonal matrix of eigenvalues of K, and ¥ is an orthonormal
matrix whose columns are eigenvectors of K. Let W = [p1,- -+ ,1¥n.] be the
matrix composed by the concatenation of N, eigenvectors 1; associated with
the Ny largest eigenvalues.

The separation matrix is then obtained by
B=WTKYV, (6)

where V = [¢1 (¢ € O)] is the matrix obtained by the concatenation of generalised
eigenvector associated with the smallest generalised eigenvalue A;(¢) (@) with
t € @. The sources are finally estimated thanks to

5(t) = Bx(t), (7)

for all time indexes t, including those when sources are active.
Finally, DESM algorithm which allows to extract non-stationnary sources with
inactive periods, is summarised in Algorithm [

Algorithm 1. DESM algorithm

1: Compute covariance matrix R; from all time samples

2: for each 7 do

3:  Compute covariance matrix Rz (7) with time window centred on 7

4 Compute generalised eigen decomposition ([B) of couple (R2(7), R1)
= (@(r),A(r))

5: end for

6: Estimate © = {7 | Ai(7) < n}

7: Compute matrix K defined by (@)

8: Perform eigen decomposition (@) of K = (¥, A)
9: Compute W = [¢1,- - ,¥n,] and V = [¢1(t € O)]
10: Compute B=W7T KV (@)

11: Estimate sources by §(t) = Bx(t)

Note that using generalised eigenvalues of couple (R, R2(7)) in stage 4, in-
stead of using simple eigenvalues of Ro(7), overcomes the problem of relative
power of sources. In particular when some of the sources are definitely less pow-
erful than others, using eigenvalues can lead to consider that these sources are
inactive.
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4 Numerical Experiments

In this section, the principle of the proposed DESM algorithm is illustrated to
extract speech signals from linear instantaneous mixtures of audio sources (i.e.
speech and musical sources). The sources are from two databases: the first one is
composed of 18 French sentences read by French speakers (males and females),
the second one is composed of music signals. All signals were sampled at 16kHz.
In the different tested configurations, the sources are randomly chosen and the
entries of the mixing matrix are randomly chosen from a uniform random variable
distributed from -1 to 1. For each configuration (i.e. for each number of sources)
100 different mixtures were tested.

In the first experiment, the extraction of two speech signals from three mix-
tures is illustrated (Fig. Bl). One of the source is thus a musical signal without
inactive periods, the second in this example. First of all, the estimation of non-
activity periods thanks to generalised eigen decomposition is illustrated on Fig.[Il

As one can see on the top plot, which represents the power of the three sources
computed with a time-sliding window of 100ms, the two speech sources have
(possibly overlapped) non-activity periods while the musical source has its short
term power almost constant. It is quite interesting to note that the smallest gen-
eralised eigenvalue A1 (t) (bottom plot) allows to detect these inactivity periods,
without labbeling which speech signals are inactive. Moreover, generalised eigen-
vectors ¢1(t) (Fig. 2)) are mainly in two directions corresponding to the rows of
the separating matrix that extract the two speech signals. Fig. Bl shows that the
proposed DESM algorithm is efficient to extract speech signals (81(t) et $2(t)).
Moreover, the third estimated source is still a mixture of the three sources since
kernel PCA of matrix K; only presents two significant eigenvalues. More gener-
aly, the number of significant eigenvalues of matrix K7 could be used to estimate
the number of speech sources to only extract these sources.

0 5 10 15 20 25
Time [s]

Fig. 1. Estimation of non-activity periods thanks to DESM algorithm. Top figure shows
the power of the three sources on a time-sliding window of 100ms (blue, green and red
curves for the 1st, 2nd and 3rd source, respectively). Bottom figure shows the smallest
generalised eigenvalue @) A1(7) (blue curve) as well as chosen threshold 7, (red dotted
curve). Plots are in logarithm scale.
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Fig. 2. Estimation of separating matrix B (@) thanks to DESM algorithm with three
sources. Projections of estimated rows (red curves) and generalised eigenvectors ¢+ ()
with ¢ € © (blue points) on (z1,z2), (z2,z3) et (x1,x3). Generalised eigenvectors are
multiplied by 1/A1(¢).
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Fig. 3. Illustration of DESM algorithm

In the second experiment (Fig. H), the performance of the proposed algorithm
was estimated. To evaluate the estimation of the rows of the separating matrix,
we use the performance index defined as

Pr=>%>%" Cis
J

— 1, with C = B A, (8)
ics man|Ci,k|

where S denotes the set of speech sources. So the smaller the performance index
is, the better the extraction is. In these experiments, only two sources are speech
sources, all the other sources are musical signal. Figure [ shows the median
performance index versus the number of sources. The performance achieved by
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Fig. 4. Performance index

the proposed DESM algorithm are compared with the performance provided
by the JADE algorithm [5]. As one can see, the DESM algorithm compares
favourably with the JADE algorithm, even with numerous sources.

5 Conclusions and Perspectives

In this paper, a new algorithm denoted DESM (Direction Estimation of Sepa-
rating Matrix) is proposed to extract the sources with non active periods from
a linear instantaneous mixture. The detection of these inactive periods allows to
estimate the separating matrix which is then used to extract these sources when
they are active. The proposed algorithm was tested with different configurations
and shown to be efficient at a low computational cost. Even if in this study,
the purpose was to extract speech sources, the DESM algorithm can be used
in a more general context (i.e. to extract any “sparse” sources). In perspective,
this methods could be used with convolutive mixtures in the frequency domain.
However, this leads to the classical permutation problem [4] which could be fixed
by one of the numerous methods proposed in the literature.
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