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Abstract

With a Brain-Computer Interface (BCI), it is nowa-
days possible to achieve a direct pathway between the
brain and computers thanks to the analysis of some
particular brain activities. The detection of even-
related potentials, like the P300, provides a way to
create BCIs. The generation of the P300 wave is
achieved with the oddball paradigm, which allows de-
tecting targets selected by the user on a screen. The
P300-Speller is based on this principle. The detec-
tion of the P300 requires efficient signal processing
and machine learning techniques. Thus, a calibration
step is needed for training the models. However, the
duration of this calibration can be a drawback. We
propose to evaluate the optimal number of characters
that should be spelt in order to provide a working sys-
tem with a minimum calibration duration. The eval-
uation has been tested on data recorded on 20 healthy
subjects. It is possible to spell only seven symbols dur-
ing the calibration to reach an initialized system with
an average accuracy of at least 80%.
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1. Introduction

The goal of a Brain-Computer Interface (BCI) is
to provide a direct communication pathway between
the brain and computers. The performances of a
BCI are both related to the performance of the sig-
nal processing techniques that are used for assigning
some EEG signal to a command and to the possi-
bility of the user to adapt him/herself to the system
over time. Indeed, advanced machine learning and
signal processing and classifier techniques have been
widely used for improving BCIs [1, 12, 18]. In spite
of these recent improvements in the BCI community,
several obstacles remain to fully transfer laboratory
demonstrator BCIs to real commercial/clinical appli-
cations. Whereas tuning the different parameters of

a BCI in relation to a specific individual can improve
the performance of the system, this procedure is time
consuming. For training a classifier, a large database
containing labeled EEG signal is often needed. To ob-
tain these data, a training session is required where
the subject has to follow a specific protocol.

We can distinguish several types of potential BCI
users. First, BCIs are usually dedicated to persons
with severe motor disabilities who are unable to com-
municate through any other means. For these per-
sons, a BCI is the only way to communicate and the
main challenge is to have a functional BCI. While re-
ducing the time of the training session can be a certain
advantage, it is not the main objective. For people
who suffer from severe disabilities, like the locked-in
syndrome, having a working BCI can still be chal-
lenging. Second, BCIs can be used by persons with
disabilities or elderly persons who need a device to
facilitate their daily life. In this situation, current
challenges in BCI are to get a BCI to work outside
of the laboratory, in real condition. For this group
of potential users, the time dedicated to the training
session and the expected performance shall be well
balanced. Third, BCIs can be used by healthy people
as an alternative device for controlling video games
or other applications. In this case, a BCI should ide-
ally be flawless: the calibration step shall be as short
as possible. Indeed, once the excitement of control-
ling something with the mind has passed, the usabil-
ity stays an important satisfaction criterion. Some
potential BCI users are indeed highly demanding in
term of performance and usability. The past decade
has shown that BCIs can effectively work, they should
now ideally become plug'n’play [4].

The calibration step can be a drawback for some
potential BCI users. With a lot of available data, it is
possible to train classifiers and improve the reliability
of the detection procedure. However, one may wonder
when the signal processing steps show their limit and
it becomes useless to pursue the training procedure.
Therefore, a challenge is to determine the ideal train-
ing session duration for the personalization of a BCI.
On one hand, a too short training session would not
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be enough and would involve the creation of a poorly
trained classifier. On the other hand a too long train-
ing session would frustrate the user, decrease her /his
motivation. The calibration step shall not be consid-
ered as the final state of the system adaptation but
only one first step for providing an efficient system.
For instance, classifiers can be trained in an unsuper-
vised way over time in such fashion that the system
adaptability stays invisible to the user. In addition,
the user can improve his performance by finding ap-
propriate ways to adapt his/her behavior to the sys-
tem or to some feedbacks [15, 16, 17].

In this paper, we address the problem of the re-
quired time that is needed to train a classifier and
provide efficient results for the P300-Speller. In the
P300-Speller, the duration of the training session can
be evaluated as a number of characters to spell. The
duration for spelling a character is indeed determined
by initial setting of the speller like the inter-stimuli
interval. This research is part of an ongoing effort in
the French BCI community to reduce the time dedi-
cated to the calibration step of the P300-Speller.

The paper is organized as follows: each step of
the P300 detection, from the spatial filtering meth-
ods till the classification, is described in the second
section. The experimental protocol is then detailed
in the third section. Finally, the results of the offline
classification are presented and discussed in the last
section.

2. System overview
2.1 P300-Speller

The P300-Speller allows people to select symbols
where each symbol is depicted in a cell of a matrix
on a computer screen. The P300-Speller is one of
the oldest BCI paradigm. It is based on the odd-
ball paradigm to generate event-related potentials
(ERPs), like the P300, on targets selected by the user.
This paradigm provides random visual stimuli that
shall give a surprise effect to the subject. The clas-
sical P300 speller is considered thereafter: a 6 x 6
matrix that contains all the available characters is
presented to the subject on a computer screen [10, 9].
During the experiments, the user has to focus on the

character s/he wants to spell. When the user focuses
on a cell of the matrix, i.e., the character the per-
son wants to spell, it is possible to detect a P300. It
corresponds to a positive deflection in voltage at a
latency of about 300 ms relative to the stimuli on-
set in the electroencephalogram (EEG) signal. This
deflection is time-locked to the onset of the cell in-
tensification. The rows and columns are intensified
randomly to generate ERPs. Row/column intensifi-
cations are block randomized in 12 events (6 rows and
6 columns). This set of 12 intensifications is repeated
Nepoch times for each character. Hence, 2N¢poch pOs-
sible P300 responses should be detected for the recog-
nition of one character.

The P300-Speller is decomposed into several steps.
The most important step in the P300 speller repre-
sents the detection of P300 waves in the EEG. The
next step combines several P300 responses for deter-
mining the right character to spell. The order of the
intensifications in the paradigm during the experi-
ment allows estimating when a P300 response is ex-
pected. In the character recognition step, the outputs
of the P300 classification are combined to classify the
main classes of the application (characters). In the
oddball paradigm, a character is defined by a couple
(row,column). This character is supposed to corre-
spond to the intersection (row/column) of the accu-
mulation of several P300 waves (2Ncpocr,). The best
accumulation of P300 waves for the horizontal (resp.
vertical) flashing lights determines the row (resp. the
column) of the desired character. For the P300 de-
tection, we consider a signal X € RN**Ns where N
is the number of sampling points in the time domain,
and N, is the number of electrodes that are used for
the signal acquisition.

2.2 Spatial filtering

The EEG signal containing ERPs is very noisy.
One usual step for enhancing a particular brain re-
sponse is to use spatial filters. Several methods for
spatial filtering are described in the literature. The
bipolar and Laplacian operators are usually used on
sets of the electrodes for canceling the common nui-
sance signals [19]. Adaptive spatial filters obtained
through ICA [8, 22] and Common Spatial Pattern
(CSP) [2, 3] are also commonly used. Spatial filters
can also be determined during the training of the clas-
sifier [5].

The spatial filtering method that is considered in
this paper is based on the xDAWN algorithm [6, 21].
This method allows estimating a set of spatial filters
that optimize the signal to signal-plus-noise (SSNR)
ratio by considering Rayleigh quotients. This tech-
nique is based on two hypotheses:

e There exists a typical response synchronized with
the target stimuli superimposed on an evoked re-
sponse to all the stimuli (target and non-target).
This hypothesis assumes the presence of a P300 wave
only after the flashing light corresponding to the tar-
get on the screen. This hypothesis is common to



P300 classifiers. Nevertheless, we can point out the
relative confidence of the ground truth for training
the classifier. The optimal location of the P300 wave
may be difficult to identify. The responses are not
always correlated to certain stimuli.

The evoked responses to target stimuli could be en-
hanced by spatial filtering. This hypothesis is vali-
dated by several previous works that proved the in-
terest of enhancing the input signal. The P300 is a
spatially stationary waveform that has origins differ-
ent from the background, i.e., the current ongoing
EEG.

We consider an algebraic model of the recorded
EEG signals X. X is composed of three terms: the
P300 responses (D1A;1), a response common to the
P300 and non P300 waves (D2As) and the residual
noise (N)

X = DA +DyAs+ H. (1)

where X € RM*Ns - N, represents the window length
that contains the P300. D; and D, are two real
Toeplitz matrices of size Ny x N7 and N; x Ny re-
spectively. D; has its first column elements set to
zero except for those that correspond to a target on-
set, which are set to one. For D, its first column
elements are set to zero except for those that corre-
spond to stimuli onset. N7 and N5 are the number of
sampling points representing the target (the P300 re-
sponse) and superimposed evoked potentials, respec-
tively. H is a real matrix of size N; x Nj.

The purpose of applying spatial filters U €
RNs*Ns s to enhance the SSNR of the enhanced P300
responses (D1A,U), where Ny is the number of spa-
tial filters

XU = DA U+ DyAU + HU. (2)
2.3 Classifier

The input of the classifier for the P300 detection
corresponds to the four first components of the en-
hanced signal (Ny = 10). The Bayesian linear dis-
criminant analysis (BLDA) classifier is considered for
the detection of the P300 wave [11, 14]. It finds a dis-
criminant vector w such that the following expression
is minimized:

lwTp — O(c)| (3)

where p, the feature vector representing the filtered
signal, belongs to the class ¢ and O(¢) represents the
associated scalar of a class c¢. For the class repre-
senting the P300 (resp. non P300), O(c) = 1 (resp.
O(c) =0).

2.4 Evaluation of the training session
We propose to evaluate the optimal number of

characters that is needed during the training session
to provide some desired performance. We consider a

ini Qi mazxr %
training session of N7 characters. We define N,

as the i*" character to spell, 1‘ < i< Ngpmb- The opti-
mal number of characters, V; gymb shall be the smallest

j respecting one of these following rules:

|Acc(N§ymb)fAcc(N§;nib)| < a (4)

Acc(Ngymb) N (5)

where 1 <j < NJOE. Acc(Nzymb) represents the ac-
curacy (in %) of the speller when the training session
is limited to the i first characters. 7 represents the
desired accuracy to reach. The advantage of consid-
ering one more character for training is determined
by a. During the further signal analysis, we consider
a=1%.

3. Experiments

The EEG signal was recorded on 20 healthy sub-
jects (average age= 26 years, standard deviation= 5.7
years, 13 males, 7 females). Subjects were wearing
an EEG cap with 32 electrodes [7]. The OpenViBE
framework was used to record EEG and perform the
different experiments [13, 20]. For each subject, we
consider the recorded signals of three sessions. The
first one is dedicated to the training part of the clas-
sifier, with an inter-stimuli interval of 170ms and 10
repetitions. 50 characters were used for each subject.
In the second and third session, 60 characters were
spelled by each subject. The second session is used
for estimating the optimal number of characters that
should be spelt in the first session. The third ses-
sion is for evaluating the relevance of the approach.
Before the classification steps, the signal initially ac-
quired with a sampling rate of 100Hz was first filtered
by a bandpass filter with cut-off frequencies at 1Hz
and 10Hz. Finally, the signals were normalized inde-
pendently for each sensor and for each character as
to have a zero mean and standard deviation equal to
one.

4. Results

For the evaluation of the accuracy in relation to the
number of characters, the characters were taken in the
chronological order during the training, i.e., when
characters are selected, they correspond to the first i
characters in the training session. Some evaluations
were first performed by comparing the order of the
selected characters, i.e., if we obtain the same aver-
age accuracy by selecting the first five or the last five
characters. An ANOVA test proved that there exists
no statistical difference between the order in which
the characters are selected.

Two criteria were tested for evaluating the optimal
number of characters in the training session. They
correspond to two desired accuracies of the P300-
Speller: 7 = 80% and 7 = 90%. In Figure 2, the
average recognition rate of the P300 speller across
the 20 subjects is presented in relation to the number



of characters used in the training session. According
to the desired average accuracy, it is possible to con-
sider only 7 and 15 characters to obtain in average an
accuracy of 80% and 90%.
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Figure 2. Average speller accuracy in rela-

tion to the number of characters used in the

training session.

The evolution of the speller accuracy over time is
detailed for each subject in Figure 3, from left to
right, then top to bottom. The accuracy over the
number of characters is low-pass filtered. With only
five characters in the training session, Subject 13 is
able to achieve good results. However, some subjects
could neither reach the desired performance nor sta-
bilize their performance. For these subjects, the more
characters there are, the best the accuracy becomes:
the speller accuracy never reaches the desired per-
formance but the speller accuracy still improves over
time. It is the case of subjects 8, 10, 12, and 18.

Figure 4 presents the recognition rate of the P300-
Speller for the two chosen criteria, compared to the
case where the whole training database (50 charac-
ters) would be used. The mean recognition rate across
the 20 subjects is 79.58%, 85.00% and 88.92% when
the training session is limited to 7, 15 and 50 char-
acters respectively. While the accuracy naturally de-
creases with a limited number of characters for train-
ing, the performance stays decent.

5. Conclusion

Helping people with disabilities should and will
stay a major focus in the BCI community. Current re-
search directions are nevertheless moving beyond the
restricted user group of disabled people for a broader
audience. Such research directions imply a better fo-
cus on interfaces and improvement on the usability in
non-invasive BCIs. In this study, we have estimated
the number of characters that should be spelt in or-
der to provide a good initialization of a P300-Speller.
Such initialization can allow a subject to start using a
P300-Speller without frustration. It provides a good
base for online adaptations and improvements. Fur-
ther works will deal with more evaluations with dif-
ferent type of sessions spread over time to qualify the
keypoints when the system should be adapted online.
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