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Abstract— This paper is devoted to the design of a nonlinear
feedback law based on state prediction for nonlinear systems
with input time-delay. We successively consider the case of
known constant time-delay and the case of time-varying delay in
the input. In the case of constant delays and as in the linear case
(under the finite-spectrum assignment assumption), a nonlinear
distributed-delay control law is obtained. Since the computation
of delay-distributed control laws remain a difficult problem
as in the linear case, we discuss a control law approximation
which is derived by using both a state prediction approximation
and the ”dynamic inversion” of a fixed point problem. In the
case of time-varying delays, we extend the approach proposed
in [9] by using a control law similar to the linear case one,
together with dynamic inversion of a fixed point problem.
Finally two illustrative examples are provided that demonstrate
the effectiveness of the approach.

Keywords: Nonlinear control, nonlinear time-delay sys-
tems, state feedback, state predictor.

I. INTRODUCTION

A good motivation among others for the study of dynamic
systems with input delays may be found in the fact that
input delays can strongly impact the performance of control
systems. The development of Networked Control Systems
(NCS) or distributed control systems is one of the major
sources of input delay occurrences [9].

Time-delay systems are known to be infinite-dimensional
systems. In the linear case, a time-delay system has in
general an infinite number of eigenvalues. Control laws have
been proposed to assign a finite number of eigenvalues in
closed loop [3]. This approach is called the finite spectrum
assignment problem. Solutions to the finite spectrum as-
signment problem are obtained in term of delay-distributed
control laws. However, the implementation of distributed-
delay control laws is difficult due to the integral term which
cannot be computed explicitly. In [3], it is suggested to ap-
proximate the integral by a sum of point-wise delays by using
a quadrature rule. However this approach may fail due to
the occurrence of unstable poles introduced the discretization
procedure [8]. The use of block-pulse functions has also been
proposed in [1]. More recently, a safe implementation of
delay-distributed control laws has been proposed by using a
low-pass filter in the control loop [7].
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In [4] a passivity-based control scheme is proposed for
the stabilization of SISO nonlinear systems with input delay.
However distributed-delay control laws for nonlinear systems
has not yet been extensively studied. Other approaches have
been proposed for special cases [5], [6], [10]. The goal of this
paper is to propose a control law based on the state prediction
in a way very similar to the case of linear systems with both
constant and time-varying input delays. In the case of time-
varying delays, we extend the approach proposed in [9] to
the nonlinear case.

The case of constant time-delay systems is first presented
in section II. Then the case of time varying delay systems
is discussed in section III. In section IV, we illustrate
the effectiveness of the proposed feedback laws with two
simulation examples. Finally, some conclusions are given in
section V.

II. A STATE FEEDBACK FOR NONLINEAR
SYSTEMS WITH CONSTANT INPUT DELAY

Consider the following nonlinear system with input delay:

ẋ(t) = F (x(t), u(t− τ)) (1)

where x(t) ∈ Rn is the state,u(t) ∈ Rm is the control
input, τ is a constant delay supposed to be known andF is
a continuously differentiable function. The origin is supposed
to be an equilibrium point of the system (F (0, 0) = 0) and
the system is not necessarily stable. Furthermore, we suppose
that the system does not exhibit any ”finite escape time”
behavior and the non delayed system

ẋ(t) = F (x(t), u(t)) (2)

is stabilizable via state feedback.

A. PROBLEM STATEMENT

We seek for the design of a state feedback law in order
to stabilize the system in closed loop. Our goal is to extend
the so-called finite spectrum assignment approach already
available for linear input-delayed systems.

This approach is based on the following principle: firstly
a prediction of the state over one delay intervalxp(t, t+ τ)
is computed from the available statex(t) at timet and input
controls u(θ), θ ∈ [t − τ, t]. Then the predicted state is
used to compute the control law. Consequently, the effect of
the delay vanishes and the closed-loop system is no more a
time-delay system.
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In order to illustrate this approach, consider a linear system
with input delay

ẋ(t) = Ax(t) +Bu(t− τ) (3)

where the pair(A,B) is supposed to be controllable andA
is not necessarily Hurwitz.

Clearly, if the state feedbacku(t) = Kxp(t, t + τ) is
applied to the system, the closed-loop system is given y

ẋ(t) = (A+BK)x(t) (4)

which is no more a time-delay system. Since the system
is controllable,K can be computed in order to assign a
finite stable spectrum to the closed-loop system, using a pole
placement technique or any state feedback design (LQR or
H∞ design for example).

xp(t, t+ τ) is formally given by

xp(t, t+ τ) = eAτx(t) +
∫ τ

0

eAθBu(t− θ)dθ. (5)

Then a distributed-delay control law is given by

u(t) = K{eAτx(t) +
∫ τ

0

eAθBu(t− θ)dθ}. (6)

A similar approach can be also applied to nonlinear systems.

If we suppose that a smooth state feedbacku(t) = Φ(x(t))
is available for the non delayed system (2) ensuring that
the closed-loop systeṁx = F (x,Φ(x)) is locally (resp.
globally) stable, a prediction of the state at timet+ τ has to
be performed in order to cancel the effect of the time-delay
and to get a locally (resp. globally) stable finite-dimensional
closed-loop system also defined byẋ = F (x,Φ(x)). The
main issue remains the computation of the predicted state
xp(t, t+ τ), which is given by

xp(t, t+ τ) = x(t) +
∫ t+τ

t

F (xp(t, θ), u(θ − τ))dθ (7)

wherexp(t1, t2) is the prediction ofx at time t = t2 based
on the values of bothx andu for t ≤ t1. The predicted state
xp(t, t+ τ) may also be defined in term of an operator

xp(t, t+ τ) = Ψ(x(t), {u(θ)}θ∈[t−τ,t]) (8)

Finally, the control law is given by

u(t) = Φ(Ψ(x(t), {u(θ)}θ∈[t−τ,t])) (9)

which is very similar to (6).

B. STABILITY RESULT

We are ready to state the following stability theorem:

Theorem 1:Suppose that there exists a smooth state feed-
back Φ(x) ensuring that the non delayed systemẋ(t) =
F (x(t), u(t)) is locally (resp. globally) asymptotically stable
around the origin: There exist a domainD ⊂ Rn containing

the origin and a continuously differentiable functionV :
D → R (resp. there exists a continuously differentiable
function V : Rn → R) such that

V (0) = 0 and V (x) > 0, ∀x ∈ D − {0}
(resp. ∀x 6= 0) (10)

V̇ =
∂V

∂x
F (x,Φ(x)) < 0, ∀x ∈ D − {0}

(resp. ∀x 6= 0 and ‖x‖ → ∞⇒ V (x) →∞). (11)

Then the control law given by

u(t) = Φ(Ψ(x(t), {u(θ)}θ∈[t−τ,t])) (12)

ensures that the delayed system (1) is locally (resp. globally)
asymptotically stable around the origin.V is a Lyapunov
function of the closed-loop system

ẋ = F (x,Φ(Ψ(x(t), {u(θ)}θ∈[t−τ,t]))). (13)

Proof: Immediate from the previous discussion.

The computation of control law (9) remains a difficult
issue sinceΨ is a very complicated integral operator (more
than in the linear case). We can observe that (9) can be
viewed as the on-line computation of a fixed point of the
form u(t) = I(u(t), x(t), {u(θ)}θ∈[t−τ,t[).

Now we focus our attention on the practical implementa-
tion of control law (9), based on these observations.

C. NUMERICAL APPROXIMATION OF THE FEEDBACK
LAW

The approximated computation of the predicted state
xp(t, t + τ) can be performed with any consistent and
converging integration method in principle. However we
should only consider unconditionally stable methods, which
are not sensitive to the integration step in term of stability.
Here we consider one step of the backward Euler method
(the implicit Euler method) which will give a approximation
of the predicted statêxp(t, t+ τ) according to

x̂p(t, t+ τ) = x(t) + τF (x̂p(t, t+ τ), u(t)). (14)

The problem is now to compute on-line the fixed point
X(t) = (uT (t), x̂T

p (t, t+ τ))T , solution of

x̂p(t, t+ τ) = x(t) + τF (x̂p(t, t+ τ), u(t)), (15)

u(t) = Φ(x(t) + τF (x̂p(t, t+ τ), u(t))) (16)

which is of the general form1

X(t) = H(X(t), x(t)). (17)

Computation of a fixed point can be traditionally per-
formed by using a Newton-Raphson method, but this tech-
nique is time consuming and therefore not appropriate for on-
line computation. Here we propose another approach based
on ”dynamic inversion”.

1We could also consider several steps of any implicit integration schemes.
In that case, the fixed point vector will include additional discretization
states.
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Suppose that we seek for the solution ofG(x, t) = 0,
whereG is a nonlinearC1-function : Rn × [0,+∞) → Rn

and the Jacobian matrix∂G
∂x is supposed to be invertible. The

main idea is now to compute the solution of the differential
equation

Ġ+ ΛG = 0 (18)

whereΛ is any positive definite matrix ensuring the asymp-
totic stability of this equation. In the coordinatesx, (18) is
equivalent to

∂G

∂x
ẋ+

∂G

∂t
+ ΛG(x, t) = 0. (19)

Since ∂G
∂x has full rank, (19) is equivalent to

ẋ = −∂G
∂x

−1

[
∂G

∂t
+ ΛG(x, t)]. (20)

The motivation may be found in the fact that if the initial
statex0 is solution ofG(x, t = 0) = 0, then the trajectory
x(t) of (18), is solution ofG(x(t), t) = 0, ∀t > 0. Since (18)
is asymptotically stable, even when the initial state is not a
solution ofG(x, t = 0) = 0, x(t) will reach asymptotically
the manifoldG(x, t) = 0, since the solution of (18) is
G(x, t) = e−ΛtG(x(0), 0) and lim

t→+∞
G(x(t), t) = 0 for all

Λ > 0. Λ can be used to control the speed of convergence.

Application of this approach to (17) leads to the state-
prediction-based control law given by

Ẋ = (Id −
∂H

∂X
)−1[

∂H

∂x
F (x(t), u(t− τ))

−Λ(X −H(X,x(t)))] (21)

u(t) =
(
Id 0

)
X(t) (22)

with

∂H

∂X
=


τ
∂F

∂u
τ
∂F

∂x

τ
∂Φ
∂x

∂F

∂u
τ
∂Φ
∂x

∂F

∂x


and

∂H

∂x
=

 Id

∂Φ
∂x

 .

(21)-(22) is nothing else but a dynamic state feedback.

D. DISCUSSION ON THE STABILITY OF THE APPROXI-
MATE FEEDBACK

An important issue is to establish that state feedback (21)-
(22) can stabilize the system in closed-loop.

Firstly we will consider the case when the fixed point
problem (15)-(16) is supposed to be solved at each timet
without dynamic inversion.

In this case, the main source of approximation comes from
the fact that we only get an approximate prediction ofx(t+

τ) = xp(t, t+τ) with x̂p(t, t+τ) here obtained from a simple
implicit Euler integration scheme. We will now establish a
technical result defining the structure of the errorx̂p(t, t +
τ)− xp(t, t+ τ).

Proposition 2: The errorx̂p(t, t+ τ)− xp(t, t+ τ) is of
the form

x̂p(t, t+ τ)− xp(t, t+ τ) = E(τ, x(t)), (23)

with E(τ, 0) = 0.

Proof: From (15)-(16) and using the implicit function
theorem, we can prove that there exists a functionψ such that
x̂p(t, t + τ) = ψ(x(t)). Furthermore, under the assumption
that vector fieldF is analytic,xp(t, t+ τ) can be expressed
in Taylor series

xp(t, t+ τ) = x(t) +
+∞∑
i=1

τ i

i!
dix

dti
(t).

We can conclude that̂xp(t, t+ τ)− xp(t, t+ τ) depends on
both τ andx(t). SinceF (0, 0) = 0, E(τ, 0) = 0.

We can also show easily that the closed-loop system
becomes a nonlinear system with an additive perturbation
term depending on the delayed statex(t − τ). Indeed, the
closed-loop system can be expressed as

ẋ(t) = F (x(t),Φ(ψ(x(t− τ))))
= F (x(t),Φ(x(t)))

+[F (x(t),Φ(ψ(x(t− τ))))− F (x(t),Φ(x(t)))]
= F (x(t),Φ(x(t))) + P (x(t), x(t− τ)) (24)

We are now ready to state the following stability theorem:

Theorem 3:If the following conditions hold:

1) There exists a smooth control lawΦ and a Lyapunov
function V (x) such that the following assumptions
hold [2], ∀x ∈ D, whereD ⊂ Rn is a domain that
contains the origin:
• c1‖x‖2 ≤ V (x) ≤ c2‖x‖2

•
∂V (x)
∂x

F (x,Φ(x)) ≤ −c3‖x‖2

• ‖∂V (x)
∂x

‖ ≤ c4‖x‖
where c1, c2, c3 and c4 are some positives scalar
numbers.

2) The perturbation termP (x(t), x(t − τ)) satisfies
‖P (x(t), x(t − τ))‖ ≤ γ‖x(t − τ)‖, ∀x(t) ∈ D (this
condition may be derived from proposition 2 together
with a first-order Taylor development ofH).

and if the perturbation is such thatγ <
c3
c4

, then the closed-

loop system is locally asymptotically stable.

Proof: We introduce the Lyapunov-Krasovskii function

candidateW (xt) = V (x)+
c3
2

∫ t

t−τ

‖x(θ)‖2dθ, wherext =
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x(t+ θ), θ ∈ [−τ, 0]. The time derivative ofW is given by

Ẇ =
∂V (x)
∂x

F (x,Φ(x)) +
∂V (x)
∂x

P (x(t), x(t− τ))

+
c3
2

[‖x(t)‖2 − ‖x(t− τ)‖2]. (25)

Using the two conditions, we get

Ẇ ≤ −c3‖x(t)‖2 + c4γ‖x(t)‖‖x(t− τ)‖
+

c3
2

[‖x(t)‖2 − ‖x(t− τ)‖2]. (26)

Ẇ ≤ −
(
‖x(t)‖ ‖x(t− τ)‖

)
×

 c3
2

−c4
γ

2
−c4

γ

2
c3
2

 (
‖x(t)‖

‖x(t− τ)‖

)
.

(27)

Using Sylvester’s criterion, we get a sufficient condition
for Ẇ to be negative definite:

γ <
c3
c4

that concludes the proof.

Now we have to establish closed-loop stability of the
dynamic control(21)-(22). For this goal, we can invoke
Tikhonov’s singular perturbation theorem [2]. Indeed, for
Λ = λId, with λ > 0 large enough, the system in closed-loop
with (21)-(22) is a singularly perturbed system:

ẋ(t) = F (x(t), u(t− τ)) (28)

εẊ = (Id −
∂H

∂X
)−1[ε

∂H

∂x
F (x(t), u(t− τ))

−(X −H(X,x(t)))] (29)

u(t) =
(
Id 0

)
X(t) (30)

with ε =
1
λ

.

III. A STATE FEEDBACK FOR NONLINEAR
SYSTEMS WITH TIME-VARYING INPUT DELAY

A. PROBLEM STATEMENT

In this section, we consider the following problem

ẋ(t) = F (x(t), u(t− τ(t))) (31)

τ̇ = G(t, τ) (32)

0 ≤ τ(t) ≤ τmax (33)

sup
t∈R+

τ̇(t) < 1. (34)

Again we suppose that the system does not exhibit any
”finite escape time” behavior.

In fact the idea of state prediction is still applicable in this
case. However the prediction horizon cannot beτ anymore
but a time-varying prediction horizonδ(t) such thatδ(t) =
τ(t+ δ(t)).

This condition is used to ensure that a control inputu(t)
can be computed since in this caseu(t−τ(t+δ(t))+δ(t)) =
u(t) [9].

We will show that the stability of the closed-loop system
expressed in the time coordinatet+ δ(t)

ẋ(t+ δ(t)) = F (x(t+ δ(t)),Φ(x(t+ δ(t)))) (35)

can be guaranteed under some conditions, if there exists a
smooth feedbackΦ(x) ensuring the closed-loop stability of
the non delayed systeṁx(t) = F (x(t), u(t)).

The main issue also remains the computation of the
predicted statexp(t, t+ δ(t)), which is given by

xp(t, t+ δ(t)) = x(t) +
∫ t+δ(t)

t

F (xp(t, θ), u(θ− τ(θ)))dθ.
(36)

The predicted statexp(t, t + δ(t)) may also be defined in
term of an operator

xp(t, t+ δ(t)) = Ψ(x(t), {u(θ)}θ∈[t−τ,t]) (37)

Finally, the control law is given by

u(t) = Φ(Ψ(x(t), {u(θ)}θ∈[t−τ,t])) (38)

which is very similar to (9).

B. STABILITY RESULT

In order to prove closed-loop stability, we need the fol-
lowing technical result:

Theorem 4:Consider the following nonlinear system

x′(ζ) = f(x(ζ)) (39)

wherex′(ζ) = d
dζx(ζ), with ζ = t + δ(t) for t ≥ 0 and

δ(0) = δ0.

If the three following conditions hold:

1) There exists a Lyapunov functionV (x) such that the
following assumptions hold [2],∀x ∈ D, whereD ⊂
Rn is a domain that contains the origin:

• c1‖x‖2 ≤ V (x) ≤ c2‖x‖2

•
∂V (x)
∂x

f(x) ≤ −c3‖x‖2

wherec1, c2 andc3 are some positives scalar numbers.

2) ∞ > δM ≥ δ(t) ≥ 0 (this assumption holds if
0 ≤ τ(t) ≤ τmax)

3) ∞ > δ̇(t) ≥ −1 (this assumption holds if
supt∈R+ τ̇(t) < 1)

then,
lim

t−→∞
‖x(t+ δ(t))‖ = 0,
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∀t ≥ δ0.

Proof: Firstly we note that

d

dt
x(ζ) =

d

dζ
x(ζ)(1 + δ̇(t))f(x(ζ)).

Then the time derivative of the Lyapunov function:

V̇ = (1 + δ̇(t))
∂V

∂x
f(x(ζ)).

From the second assumption of condition 1), one gets

V̇ ≤ −(1 + δ̇(t))c3‖x(ζ)‖2.

Substituting assumption 1 of 1) in the last inequality and
integrating from0 to t, one gets

V (t) ≤ V (0) exp(−φ(t)),

where:

φ(t) =
c3
c1

∫ t

0

(1 + δ̇(t))dθ.

Again using assumption 1 of 1), the following inequality
holds

‖x(ζ)‖2 ≤ c2
c1
‖x(δ0)‖2 exp(−φ(t)).

One can establish thatφ(t) → +∞, when t → +∞, since
φ(t) =

c3
c2

(t + δ(t) − δ0), whereδ is positive and bounded

from condition 2). We can now conclude that,

lim
t−→∞

‖x(t+ δ(t))‖ = 0

This result may be applied to demonstrate the stability of
the closed-loop system:

Corollary 5: Under the conditions of theorem 4 and if the
system does not diverge in finite time, the closed-loop system
(31) with (38) has a bounded trajectory which converges
towards0. If the conditions of (4) hold globally, then the
convergence property holds globally.

Proof: Immediate. If the system does not diverge in finite
time,x(δ0) is bounded for every boundedδ0, then the result
holds.

C. NUMERICAL APPROXIMATION OF THE FEEDBACK
LAW

An extension of (17) is possible by including the fixed
point problemδ(t) = τ(t+ δ(t))

δ(t) = τ(t+ δ(t)), (40)

x̂p(t, t+ δ(t)) = x(t) + δ(t)F (x̂p(t, t+ δ(t)), u(t)), (41)

u(t) = Φ(x(t) + δ(t)F (x̂p(t, t+ δ(t)), u(t))). (42)

Then a dynamic feedback similar to (21)-(22) can be derived.
Stability of this feedback can be performed in a manner
similar to the case of constant input delays. We can show
that the approximation of the predicted state att + δ(t),

x̂p(t, t + δ(t)) induces a perturbation depending on the
delayed state. The closed-loop system can be expressed as

ẋ(t) = F (x(t),Φ(ψ(x(t− τ))))
= F (x(t),Φ(x(t)))

+[F (x(t),Φ(ψ(x(t− τ))))− F (x(t),Φ(x(t)))]
= F (x(t),Φ(x(t))) + P (x(t), x(t− τ)) (43)

Theorem 6:If the following conditions hold:

1) There exists a smooth control lawΦ and a Lyapunov
function V (x) such that the following assumptions
hold [2], ∀x ∈ D, whereD ⊂ Rn is a domain that
contains the origin:

• c1‖x‖2 ≤ V (x) ≤ c2‖x‖2

•
∂V (x)
∂x

F (x,Φ(x)) ≤ −c3‖x‖2

• ‖∂V (x)
∂x

‖ ≤ c4‖x‖
where c1, c2, c3 and c4 are some positives scalar
numbers.

2) The perturbation termP (x(t), x(t − τ)) satisfies
‖P (x(t), x(t− τ))‖ ≤ γ‖x(t− τ)‖, ∀x(t) ∈ D

and if the perturbation is such thatγ <
√

1− τ̄ c3
c4

, then the

closed-loop system is locally asymptotically stable.

Proof: We introduce the Lyapunov-Krasovskii function

candidateW (xt) = V (x)+
c3
2

∫ t

t−τ

‖x(θ)‖2dθ, wherext =

x(t+ θ), θ ∈ [−τ, 0]. The time derivative ofW is given by

Ẇ =
∂V (x)
∂x

F (x,Φ(x)) +
∂V (x)
∂x

P (x(t), x(t− τ))

+
c3
2

[‖x(t)‖2 − (1− τ̇(t))‖x(t− τ)‖2]. (44)

Using the two conditions andsupt∈R+ τ̇(t) = τ̄ < 1, we get

Ẇ ≤ −c3‖x(t)‖2 + c4γ‖x(t)‖‖x(t− τ)‖
+

c3
2

[‖x(t)‖2 − (1− τ̇(t))‖x(t− τ)‖2]. (45)

Ẇ ≤ −
(
‖x(t)‖ ‖x(t− τ)‖

)
×

 c3
2

−c4
γ

2
−c4

γ

2
(1− τ̄)c3

2

 (
‖x(t)‖

‖x(t− τ)‖

)
.

(46)

Using Sylvester’s criterion, we get a sufficient condition
for Ẇ to be negative definite:

γ <
√

1− τ̄ c3
c4

that concludes the proof.

Again Tikhonov’s theorem can be invoked to prove stabil-
ity of the dynamic inversion of the dynamic controller based
on the so-called dynamic inversion.
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IV. SOME ILLUSTRATIVE EXAMPLES

In order to demonstrate the effectiveness of the here-
proposed approach, we consider the control of a simple
pendulum. We suppose that the control input is delayed.

The dynamics of the studied simple pendulum is given by:

ẋ1(t) = x2(t)
ẋ2(t) = −x2(t)− sin(x1(t)) + u(t)

y = x1

(47)

The nominal control (without input delay) is obtained from
input-output linearization:

u = Φ(x1, x2)
= x2(t) + sin(x1(t))− k1x2(t)− k2(x1(t)− xd

1)
(48)

This control law renders the system equivalent to

ÿ + k1ẏ + k2(y − xd
1) = 0 (49)

Obviously, the closed-loop system is asymptotically stable
for any positivek1 andk2. (48) will be used in what follows.

A. STABILIZATION OF A SIMPLE PENDULUM WITH
CONSTANT INPUT DELAY

We consider the following control problem:

ẋ1(t) = x2(t)
ẋ2(t) = −x2(t)− sin(x1(t)) + u(t− τ)

y = x1

(50)

The dynamic feedback (21)-(22) based on both (48) and (15)-
(16) is simulated withτ = 1, Λ = 10, k1 = 2, k2 = 1 and
xd

1 = π
3 . The figure 1 illustrates the effectiveness of the

control.
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Fig. 1. Pendulum angle response

B. STABILIZATION OF THE SIMPLE PENDULUM WITH
TIME-VARYING INPUT DELAY

We consider the following control problem:

ẋ1(t) = x2(t)
ẋ2(t) = −x2(t)− sin(x1(t)) + u(t− τ(t))

y = x1

τ(t) = 1 + 0.5 cos(t)

(51)

The dynamic feedback (21)-(22) based on both (48) and (40)-
(42) is simulated withΛ = 10, k1 = 2, k2 = 1 andxd

1 = π
3 .

The figure 2 shows that the system is stabilized.

Fig. 2. Pendulum angle response

V. CONCLUSIONS

A novel approach based on both state-prediction and the
so-called ”dynamic inversion” has been proposed for the
control of nonlinear systems with constant or time-varying
input delay. The effectiveness of this approach has been
demonstrated on two illustrative examples.

Future works will be devoted to observer-based control
design using this approach and to state-dependent input
delayed systems of the form:

ẋ(t) = F (x(t), u(t− τ(x(t)))). (52)

Again in this case it seems to be possible to introduce a
dynamic state feedback based on the solution of a fixed point
problem.
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