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A B S T R A C T   

A new robust feedback controller for the safety factor profile and poloidal plasma pressure parameter has been 
developed using a two-time-scale data-driven model. The model describes the linear plasma responses of the ι 
profile and βp with respect to auxiliary heating & current drive (H&CD) powers, around a typical plasma 
equilibrium in an H-mode steady-state plasma discharge on EAST. The feedback controller comprises a carefully 
designed low-pass filter for the timescale separation, a decoupling module and three local controllers synthesized 
from the ℋ∞ norm optimization and the singular value decomposition. The actuators are the lower hybrid 
current drive (LHCD) system at 4.6 GHz and the ion cyclotron resonance heating (ICRH) system at 33 MHz. 
Taking into account the actuation dynamics, an anti-windup technique is employed to condition the controller 
online aiming to attenuate the negative effects from moderate time delays and power saturations. Extensive 
nonlinear closed-loop simulations with the METIS code suggest that high βp and negative central magnetic shear 
that characterize advanced tokamak plasma scenarios can be achieved and sustained on EAST with good tracking 
performance and reasonable robustness via the proposed control scheme. The feedback control of the core ι 
profile and βp with a range of time delays, power saturations and varying weighting functions are evaluated 
numerically, compared and discussed. The control robustness to plasma parameter uncertainties including the 
line-averaged plasma density 〈ne〉, the H-mode enhancement factor Hfactor and the effective charge number Zeff 

are assessed and analyzed.   

1. Introduction 

One of the main challenges for the tokamak plasma operation is to 
achieve and maintain advanced plasma scenarios with high plasma 
pressures and temperatures so that a high gain nuclear fusion burn can 
be sustained. However, since a series of magnetohydrodynamic (MHD) 
instabilities and microturbulence commonly exist in various locations 
and phases of tokamak plasmas that may deteriorate plasma confine
ment and even lead to disruptions [1], it is demanding to deliver and 
sustain advanced tokamak plasma scenarios without active feedback 
control. 

Among numerous tokamak plasma parameters, the safety factor q is 
defined as the rate of change of toroidal flux with poloidal flux, i.e. q =

− dΦ
dΨ,a particularly important parameter whose shape and magnitude 

are directly associated with some deleterious MHD events and micro- 
instabilities [2,3]. For instance, sawtooth crashes occur when the 
plasma safety factor is less than 1 [4]; neoclassical tearing modes 
(NTM’s) appear and grow around plasma flux surfaces where the safety 

factor has rational values such as 3/2 and 2/1 [5]. Moreover, it is 
inferred that the negative central magnetic shear (s = r

q
∂q
∂r) is an 

important stabilizing factor to reduce turbulence transport in the pres
sure gradient region, thus supporting the formation of ion/electron in
ternal transport barriers (i/eITB’s) [6,7].In view of the different time 
scales involved in plasma dynamics, simultaneous control of the q-pro
file and kinetic parameters (e.g. the stored energy, W, the normalized 
pressure parameter, βN, or the poloidal pressure parameter, βp) is 
preferred to the control of the safety factor profile alone [8,9]. In this 
work, the simultaneous control of q-profile and βp is investigated. βp is a 
ratio between the total plasma kinetic energy and the energy stored in 
the poloidal magnetic field, which is expressed as βp =

4W(1+κ2)

3μ0a RI2
p

, where W 

represents the plasma kinetic energy, κ the elongation, μ0 the magnetic 
permeability in vacuum space, a the minor radius, R the major radius, Ip 

plasma current. 
Various control schemes have been pursued both numerically and 

experimentally on different tokamaks, for example, DIII-D [8,10–13], 
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NSTX-U [14–16], TCV [17–21] and JET [22–24]. Many of the control 
schemes are based on the first-principle-based physical models [25], 
while others are synthesized by using data-driven models identified 
from dedicated experimental and/or simulation data. In this study, 
data-driven models are utilized for feedback control design because we 
advert that the transport physics for high confinement plasma has not 
been fully clarified such that many essential physical parameters are 
estimated empirically via scaling laws. First-principle-based models 
appear to be more difficult to generally describe the multi-scale plasma 
dynamics in advanced plasma scenarios, especially in terms of fast 
timescale kinetic evolutions. In view of these, Moreau et al. [22,26,27] 
proposed a semi-empirical data-driven modelling approach that depicts 
the response of magnetic and kinetic profiles to the variations of the 
heating and current drive (H&CD) actuators using linear two-time-scale 
models whose structure is based on the first-order singular perturbation 
expansion of the MHD equations governing plasma dynamics. However, 
the actual evolutions of magnetic and kinetic profiles in tokamak 
plasmas are basically non-linear, which necessitates data-driven mod
el-based control to be sufficiently robust against model uncertainties and 
possible parameter disturbances. Therefore, in this work, we propose a 
new data-driven model-based robust control scheme by combining the 
multivariate ℋ∞ norm optimal control with the singular perturbation 
theory and demonstrate its effectiveness in both control performance 
and robustness via extensive nonlinear closed-loop simulations for an 
EAST H-mode steady-state scenario with the METIS code [28]. 

Due to its simplicity and robustness properties, the ℋ∞ optimal 
control technique has been applied to various tokamak plasma control 
problems. In [13,10], an ℋ∞ optimal controller combined with a feed
forward optimizer synthesized from first-principles-driven models has 
been applied to track the trajectories of the poloidal flux gradient profile 
in L-mode and H-mode plasma scenarios on DIII-D experimentally. In 
[29], a robust proportional-integral-derivative (PID) control technique 
using data-driven models is employed to stabilize the vertical instability 
on the WEST tokamak numerically. In [30], the similar technique has 
been extended to control the poloidal field coil currents, plasma position 
and shape parameters on WEST experimentally. In [31], the averaged 
electron density was successfully controlled by actuating a gas valve, 
based on ℋ∞ robust feedback synthesis on the TCV tokamak. 

Although using the ℋ∞ optimal control technique is not new, the ℋ∞ 

controller that we propose here is based on the principles of the time
scale separation and the direct online control decoupling via vector 
analysis. The second contribution is to consider the actuators dynamics, 
where an extra closed-loop is involved to deal with the negative effects 
from moderate actuation time delays and power saturations. We also 
propose three general performance indexes to characterize the plasma 
current profile control performance and are applied to performance 
comparison and analysis. In terms of controller tuning, we provide, for 
the first time, a direct numerical verification of the effects of control 
tuning parameters in robust synthesis on the plasma current profile 
control performance via extensive nonlinear closed-loop simulations. 
Using this robust control scheme, H-mode steady-state scenarios are 
conveniently exploited and valuable indications on the H-mode steady- 
state scenario development are summarized. Techniques on the control 
initialization and setpoint selections are also highlighted, which play a 
non-negligible role in the control of q-profile and βp. 

The remainder of the paper is organized as follows: the two-time- 
scale plasma model is briefly described in Section 2. In Section 3 ℋ∞ 

feedback control controller is synthesized from the data-driven model 
and beneficial control implementation techniques are presented. Section 
4 aims to numerically evaluate the effectiveness of the robust control 
scheme via extensive nonlinear closed-loop simulations for H-mode 
steady state plasma scenarios on EAST with the METIS code. Finally, we 
draw conclusions and suggest possible extensions of this work. 

2. Two-time-scale plasma model 

In tokamak plasmas, there are multiple time scales in which various 
parameters/profiles evolve [1]. Specifically, the inversed safety factor 
profile has much slower dynamics than plasma pressure in 
medium-sized (e.g. EAST) and large tokamaks (e.g. ITER). By virtue of 
this, we describe the coupled dynamics of ι, defined as an inverse of the 
safety factor q, and βp in a two-time-scale manner, linearized around a 
plasma equilibrium [22,26,27]. The model reads as: 
⎡

⎢
⎢
⎢
⎣

∂Ψ(x, t)
∂t

ϵ
∂Ξ(x, t)

∂t

⎤

⎥
⎥
⎥
⎦
=

[
MΨ,Ψ(x) MΨ,Ξ(x)

MΞ,Ψ(x) MΞ,Ψ(x)

][
Ψ(x, t)

Ξ(x, t)

]

+

[
MΨ,U(x)

MΞ,U(x)

]

U(t)

(1)  

where x, namely the flux-averaged normalized radius, is defined as 
(Φ/Φmax)

1/2, in which Φ(x) is the toroidal magnetic flux within a given 
flux surface, and Φmax is the maximum value at the last closed flux 
surface (LCFS). Ψ(x, t) represents the poloidal magnetic flux minus its 
value at the plasma boundary, while Ξ(x, t) a combination of kinetic 
parameters/profiles. U(t) is a vector of actuators containing the heating 
and current drive powers. The constant ϵ denotes a typical value of the 
ratio between the kinetic and magnetic time constants, which makes the 
various elements of the M matrix of comparable magnitude. 

In order to obtain finite dimensional variables for control design, a 
projection of Eq. (1) onto cubic spline basis functions is carried out. For 
the EAST tokamak, ϵ is typically 0.05, hence a singular perturbation 
approach is employed. Then the linearized PDE is transformed into a 
two-time-scale state space model as described below. 

Defining: 

Ξ(t) = ΞS(t) + ΞF(t),U(t) = US(t) + UF(t) (2)  

The slow model is: 

Ψ̇(t) = ASΨ(t) + BSUS(t)
ΞS(t) = CSΨ(t) + DSUS(t)

(3)  

while the fast model is: 

Ξ̇F(t) = AFΞF(t) + BFUF(t) (4)  

where Ξ(t) is a vector of kinetic variables, comprising the slow ΞS and 
fast ΞF components. Likewise, U(t) is a vector of actuated powers with 
the slow part US(t) and fast part UF(t). 

The control of ι-profile motivates us to model the ι-profile dynamics. 
ι(ρ, t) is defined as 

ι(ρ, t) = −
dΨ(ρ, t)
dΦ(ρ, t)

= −
∂Ψ(ρ, t)

∂ρ
∂ρ

∂Φ(ρ, t) = −
π

Φmax(t)

(
1
ρ

∂Ψ(ρ, t)
∂ρ

)

(5) 

Linearizing ι(ρ, t) around a reference profile ιref(ρ), projecting ι(ρ, t)
on the cubic basis functions, we then obtain 

ι̃(t) = CιΨ(t), ι̃(t) = ι(t) − ι (6)  

where ̃ι are a vector of the perturbed ι profile around a reference profile 
ι. Cι is a constant coefficient matrix by assuming the constant Φmax, 
which is satisfied when the plasma shape parameters and the toroidal 
magnetic fields remain constant. Combining Eqs. (2)–(4) and (6), we 
derive the two-time-scale plasma response model that desribes the 
ι-profile and kinetic parameter dynamics in a structural form. 

In this work, the objective is to acquire the response of ι and βp to 
actuated powers from the ion cyclotron resonance heating (ICRH) and 
lower hybrid current drive (LHCD) systems for an H-mode EAST plasma 
at the flat-top phase, in which ι is a vector evolving only at the magnetic 
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timescale, uniformly distributed in 10 points, i.e. x = 0,0.1,0.2,…,0.9, 
while βp is a scalar evolving both at the magnetic and kinetic timescales. 
Specifically, the model for ι and βp is given as follows. 

The slow model is: 
⎡

⎢
⎢
⎣

Ψ̇0(t)
Ψ̇1(t)
...

Ψ̇N− 1(t)

⎤

⎥
⎥
⎦ = AΨ

⎡

⎢
⎢
⎣

Ψ0(t)
Ψ1(t)
...

ΨN− 1(t)

⎤

⎥
⎥
⎦+ BΨ

[
US,IC(t)
US,LH(t)

]

, N = 10 (7)  

⎡

⎢
⎢
⎢
⎢
⎣

ι0(t)
ι1(t)
...

ιN− 1(t)
βp,S(t)

⎤

⎥
⎥
⎥
⎥
⎦
=

[
Cι

Cβp,S

]

⎡

⎢
⎢
⎣

Ψ0(t)
Ψ1(t)
...

ΨN− 1(t)

⎤

⎥
⎥
⎦+

[
Dι

Dβp,S

][
US,IC
US,LH

]

(8)  

while the fast model is: 

β̇p,F(t) = Aβp ,Fβp,F(t) + Bβp,F

[
UF,IC
UF,LH

]

(9)  

and the controlled input is decomposed as: 
[

UIC
ULH

]

=

[
US,IC
US,LH

]

+

[
UF,IC
UF,LH

]

(10)  

3. Control design 

In this section, we present the robust feedback design using the two- 
time-scale model. First we describe the overall control scheme. Then 
details of the feedback synthesis are illustrated, including the control- 
oriented model formulation, local controllers design, the control 
decoupling and some remarks on controller tunings. Subsequently, we 
introduce beneficial control implementation techniques to guarantee 
the performance and robustness of the proposed controller both in 
nonlinear closed-loop simulations and in real-time tokamak plasma 
control experiments. 

In order to design a robust feedback controller that possesses suffi
cient freedom, available for control of ι and βp both separately and 
simultaneously (with multi-function), feedback controllers with 
different control objectives are synthesized separately and then being 
integrated for composite control. As depicted in Fig. 1, the controller is 
divided into two components: feedforward and feedback. The feedfor
ward component is a simple module involving constant H&CD powers at 
the plasma equilibrium around which the model is linearized, and a low- 
pass filter with two time constants for the βp and ι respectively to make 
the reference trajectories smooth. The feedback component consists of a 

low-pass filter, three local controllers and a decoupling module. The 
low-pass filter in the feedback component, with a time constant between 
kinetic and magnetic timescales, is designed to split the βp estimation 
into the fast and slow components such that the fast one is controlled by 
the fast βp controller in the kinetic timescale, while the slow one is 
controlled by the slow βp controller in the magnetic timescale. The ι 
controller is designed separately using the slow model for ι. The 
decoupling module is employed to formulate the simultaneous control of 
ι and βp. The control conditioning module is involved to attenuate the 
negative effects from moderate actuation time delays and power 
saturations. 

3.1. Feedback synthesis 

The feedback control objective is to minimize tracking errors from 
any reference inputs, attenuate the effects from system disturbances as 
well as involve minimum control efforts. The definition of gain for a 
transfer function matrix (or in terms of a state-space representation) is 
given by its singular values [32]. By shaping the singular values of 

Fig. 1. Feedback–feedforward control scheme for ι and βp using timescales separation.  

Fig. 2. Schematic of the ℋ∞ norm feedback control formulation.  
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appropriately specified transfer function matrices, the closed-loop con
trol performance can therefore be guaranteed. As shown in Fig. 2(a), the 
plant G and the controller K interconnection is driven by reference in
puts r, output disturbances d and measurement noise n.y are the 
controlled variables while u represent the controlled inputs. The sensi
tivity function is then expressed as S = (I + GK)

− 1, which expresses the 
mapping from y/r/d to the control error e. The transfer function KS 
represents the mapping from y/r/d to u. Shaping the maximum singular 
value of S and KS in the frequency domain can then be transformed into 
minimizing the ℋ∞ norm of the integrated transfer function matrix 
[WSS WKSKS], where WS and WKS are appropriately designed weighting 
functions for S and KS, respectively. Therefore, the feedback control 
synthesis problem is formulated as an ℋ∞ norm optimization problem, 
which is easily solved by using linear matrix inequalities (LMIs). 

3.1.1. Solving ℋ∞ norm optimization problem using LMIs 
We consider a general state-space model G = (A0, B0, C0, D0). As 

shown in Fig. 2(b), the weighting functions WS = (AS,BS,CS,DS) and 
WKS = (AKS,BKS,CKS,DKS) are respectively interconnected to the feed
back control error e and the controlled input u with the combined output 
as z. The controller is realized as K = (Ac,Bc,Cc,Dc) with the input as y 
and the output as u. The reference inputs r, the output disturbances y and 
noise n are considered as w. We then augment the plant model G into a 
generalized linear time-invariant (LTI) state-space form P as: 

(11)  

where 

A =

⎡

⎣
A0 0 0

− BSC0 AS 0
0 0 AKS

⎤

⎦, B1 =

⎡

⎣
0

BS
0

⎤

⎦, B2 =

⎡

⎣
B0

− BSD0
BKS

⎤

⎦, C1

=

[
− DSC0 CS 0

0 0 CKS

]

C2 = [C0 0 0 ], D11 =

[
DS
0

]

, D12 =

[
− DSD0

DKS

]

, D21 = 0, D22

= D0  

and x is the state vector of the plant G plus the state vector of the 
weighting functions WS and WKS. We assume that x ∈ X⊂ℝn, z ∈ Z⊂ℝnz ,

y ∈ Y⊂ℝny ,w ∈ W⊂ℝnw and u ∈ U⊂ℝnu . In order to synthesize the robust 
feedback controller K for the plant G, the following theorem is applied. 

Theorem 1. Scherer et al., 1997 [33] 

A dynamical output feedback controller K : (Ac,Bc,Cc,Dc) with nu out
puts and ny inputs that solves the ℋ∞ norm problem is obtained by solving the 
following LMIs in (X,Y, Ã, B̃, C̃, D̃) while minimizing γ: 
⎡

⎢
⎢
⎣

M11 (∗)
T

(∗)
T

(∗)
T

M21 M22 (∗)
T

(∗)
T

M31 M32 M33 (∗)
T

M41 M42 M43 M44

⎤

⎥
⎥
⎦

〈

0

[
X In
In Y

]〉

0

(12)  

where 

M11 = A X + XAT + B2C̃ + C̃T BT
2

M21 = Ã + AT + CT
2 D̃T BT

2

M22 = YA + AT Y + B̃C2 + CT
2 B̃T

M31 = BT
1 + DT

21D̃T BT
2

M32 = BT
1 Y + DT

21B̃T
;

M33 = − γInu

M41 = C1X + D12C̃
M42 = C1 + D12D̃C2

M43 = D11 + D12D̃D21

M44 = − γIny 

Then, the dynamical feedback controller K is given in the state space 
form with state-space matrices: 

Dc = D̃
Cc = (C̃ − DcC2X)M− T

Bc = N − 1(B̃ − YB2Dc)

Ac = N − 1(Ã − YA X − YB2DcC2X
− NBcC2X − YB2CcMT)M− T

(13)  

where M and N are such that MNT = In − XY. 
In order to apply the above theorem to solving the ℋ∞ norm opti

mization problem and synthesize a robust feedback controller that sat
isfies the feedback control objective, the two-time-scale model derived 
in Section 2, i.e. Eqs. (2)–(4) and (6), is reformulated as three sub- 
models which are expressed in the state-space form as: 

(14)  

where Gβp,F , Gβp,S and Gι respectively represent the fast βp model, the slow 
βp model and the ι model. The three models are considered as three 
plants and are utilized for local controllers design. 

Fig. 3. Schematic of the local controllers design.  
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3.1.2. Local controllers design 
In this subsection, we design three local controllers for the fast and 

slow βp control as well as ι control. The design procedure is illustrated in 
Fig. 3. 

The fast βp controller is synthesized by shaping the mixed-sensitivity 
functions of the fast βp model. Since the number of controlled variables is 
less than that of actuators, a singular value decomposition (SVD) tech
nique is employed on the fast βp model at a cut-off frequency ωc,βp,F to 
extract the principal output and input control channels, expressed as 
G1 = W1Σ1VT

1 , where G1 = (ωc,βp,F I − Aβp ,F)
− 1Bβp ,F. The cut-off frequency 

ωc,βp,F represents the lower closed-loop bandwidth for the fast βp 

controller, which is set at 1 rad/s. W1 are the left singular vectors, V1 are 
the right singular vectors, Σ1 the diagonal matrix with singular values of 
G1 on its diagonal. Assume the first left and right singular vectors as well 
as the first singular value to be W1,1, V1,1 and Σ1,1, respectively, which 
represent the principal control channel for the fast βp dynamics. Pro
jecting Gβp,F onto the principal output and input control channels yields 
Gβp,F ,1 = W1,1Gβp,F V1,1Σ− 1

1,1. Assume that Kβp,F ,1 represents the transfer 
function of the controller for the plant model Gβp,F ,1, and then the 

sensitivity function Sβp,F ,1 is derived as (1 + Gβp,F ,1Kβp,F ,1)
− 1. Using the LMI 

optimization method, the controller Kβp,F ,1 is synthesized by minimizing 
the ℋ∞ norm of Tzw,βp,F = [WS,βp,F Sβp,F ,1 WKS,βp,F Kβp,F ,1Sβp,F ,1], where WS,βp,F 

and WKS,βp,F are two weighting functions. The fast βp controller is then 
obtained as KβF = V1,1Σ− 1

1,1Kβp,F ,1W1,1. 
The slow βp controller is synthesized by shaping the mixed- 

sensitivity functions of the slow βp model. Similarly, an SVD technique 
is performed on the slow βp model at a cut-off frequency ωc,βp,S = 0 rad/s 
to obtain the principal output and input control channels, expressed as 
G2 = W2Σ2VT

2 , where G2 = − Cβp,S A
− 1
Ψ BΨ + Cβp,S . For the slow βp 

controller, the lower closed-loop bandwidth is 0 rad/s, so ωc,βp,S = 0 rad/ 
s. Assume the first left and right singular vectors to be W2,1 and V2,1, 
which respectively represent the principal output and input control 
channel. The first singular value is Σ2,1. Projecting Gβp,S onto the prin
cipal output and input control channels yields Gβp,S ,1 = W2,1Gβp,S V2,1Σ− 1

2,1. 
Assume that Kβp,S ,1 represents the transfer function of the controller for 
the plant Gβp,S ,1, we then obtain the sensitivity function Sβp,S ,1 =

(I + Gβp,S ,1Kβp,S ,1)
− 1. Using the LMI optimization method, the controller 

Kβp,S,1 is synthesized by minimizing the ℋ∞ norm of Tzw,βp,S =

[WS,βp,S Sβp,S ,1 WKS,βp,S Kβp,S ,1Sβp,S ,1], where WS,βp,S and WKS,βp,S are two 
weighting functions. The slow βp controller is then obtained as KβS =

V2,1Σ− 1
2,1Kβp,S,1 W2,1. 

The ι controller is synthesized by shaping the mixed-sensitivity 
functions of the ι model. Similarly, an SVD technique is performed on 
the ι model at a cut-off frequency ωc,ι = 0 rad/s to obtain the principal 
output and input control channels, expressed as G3 = W3Σ3VT

3 , where 
G3 = − CιA− 1

Ψ BΨ + Cι. For the ι controller, the lower closed-loop 
bandwidth is 0 rad/s, so ωc,ι = 0 rad/s. Assume that the first n left and 
right singular vectors to be W3,n and V3,n, which represent the first n 
principal output and input control channels. The first n singular values 
are Σ3,n. In our case, n is set at 1 because analysis shows that the second 
singular value is much smaller than the first one. Projecting Gι onto the 
principal output and input control channels yields Gι,1 = W3,1GιV3,1Σ− 1

3,1. 
Assume that Kι,1 represents the transfer function of the controller for the 
plant Gι,1, we then obtain the sensitivity function Sι,1 = (I + Gι,1Kι,1)

− 1. 
Using the LMI optimization method, the controller Kι,1 is synthesized by 
minimizing the ℋ∞ norm of Tzw,ι = [WS,ιSι,1 WKS,ιKι,1Sι,1], where WS,ι 
and WKS,ι are two weighting functions. The ι controller is consequently 
obtained as Kι = V3,1Σ− 1

3,1Kι,1W3,1. 

3.1.3. Combining the inputs for composite control 
In order to achieve the simultaneous control of ι and βp, the outputs 

of the ι and βp controllers should be combined to generate a set of 
actuated powers for the H&CD systems. Suppose that the output of the 
fast βp controller, of the slow βp controller and of the ι controller are 
u→βp ,F , u→βp ,S and u→ι respectively. Denoting u→βp = u→βp ,F + u→βp ,S the 
feedback controller output is expressed as: 

u→FB = (1 + λβp ) u→βp + (1 + λι) u→ι (15)  

where 

λβp =

(
u→ι ⋅ u→βp

‖ u→ι‖‖ u→βp‖

)2

−
u→ι ⋅ u→βp

‖ u→βp ‖
2

1 −

(
u→ι ⋅ u→βp

‖ u→ι‖‖ u→βp‖

)2 , λι =

(
u→βp ⋅ u→ι

‖ u→βp‖‖ u→ι‖

)2

−
u→βp ⋅ u→ι

‖ u→ι‖
2

1 −

(
u→βp ⋅ u→ι

‖ u→βp‖‖ u→ι‖

)2  

Here, λβp and λι are the decoupling coefficients which ensure that the 
projection of u→FB onto the direction of u→βp is the magnitude of u→βp and 
meanwhile, the projection of u→FB onto the direction of u→ι is the 
magnitude of u→ι. Details of the computation are given in the Appendix 
A. We consider the constant feedforward u→FF to be the steady-state 
powers for the plasma equilibrium around which the model is linear
ized. The total actuated powers for the H&CD systems are then obtained 
as U = u→FB + u→FF. 

3.1.4. Remarks on the weighting functions 
In this work, two options of the weighting functions WS/WKS [32,9] 

to shape the ℋ∞ norm of the mixed sensitivity function S/KS are 
attempted, as listed in Table 1. 

In option I, the sensitivity function S is shaped by the weighting 
function WS =

s
M+ωB
s+ωBA. We select A≪1 to ensure the approximate integral 

action with S(0) ≈ 0 such that the tracking error can be made small and 
the output disturbance can be attenuated. We keep M fixed at 2 for all 
the controlled outputs. The desired closed-loop bandwidth ωB are tuned 
by trials and errors, which is directly related to the transient perfor
mance. A large value of ωB yields a faster response for the controlled 
output, but it may result in larger overshoots. 

In option II, the mixed-sensitivity functions S and KS are respectively 

shaped by 
( s̅̅̅̅

Mp
√ +ωp)

2

(s+ωp
̅̅̅̅
Ap

√
)
2 and 

( s̅̅̅̅
Mu

√ +ωu)
2

(s+ωu
̅̅̅̅
Au

√
)
2, implying more tuning parameters. 

The parameters Mp and Mu are associated with the high frequency 
behaviour, which are fixed at 2. The parameters Ap and Au are related to 
the low frequency behaviour and we select them to be small for good 
tracking and disturbance rejection. The parameters ωp and ωu determine 
the closed-loop control bandwidth [13], which are tuned by trials and 
errors. 

3.2. Control implementation 

3.2.1. Setpoints selection 
The setpoints selection is essential for the situation where the num

ber of outputs is larger than that of inputs, because if the setpoints are 
specified out of the attractive control region they should never be 

Table 1 
Weighting functions for S/KS.  

Option WS  WKS  

I s
M

+ ωB

s + ωBA  

1  

II (
s̅̅
̅̅̅̅̅

Mp
√ + ωp)

2

(s + ωp
̅̅̅̅̅̅
Ap

√
)
2  

(
s̅̅
̅̅̅̅̅

Mu
√ + ωu)

2

(s + ωu
̅̅̅̅̅̅
Au

√
)
2   
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achieved even with the maximum/minimum allowed actuations. In this 
study, the ι and βp sepoints are determined semi-empirically by 
nonlinear closed-loop METIS simulations such that all the setpoints are 
located in the attractive control region. 

3.2.2. Control discretization and model reduction 
Using the ℋ∞ norm optimization approach we consequently derive a 

set of continuous dynamical controllers with different orders.The real- 
time application to plasma control requires the discretization of these 
controllers. Accounting for the constraints of the equilibrium recon
struction and energy confinement time on EAST, we discretize the 
controller with the sampling time Ts = 20 ms. 

For simplicity, one can further perform model reduction on these 
discrete controllers to remove insignificant controller dynamics and 
obtain their minimal realizations [32]. After model reduction, the order 
of the fast βp controller remains at 2 by using the weighting functions in 
option I. The initial order of the fast βp controller (2) is equal to the sum 
of the order of the fast βp model (1) and of the weighting functions (1). 
The slow βp controller order substantially decreases for example by 
using the weighting functions in option II, from 14 to 8. The initial order 
of the slow βp controller (14) is the sum of the order of the slow βp model 
(10) and of the weighting functions (2+ 2). The order of ι controller 
drops from 14 to 5. The initial order of the ι controller (14) is the sum of 
the order of the ι model (10) and of the weighting functions (2+ 2). 

3.2.3. Feedforward and control initialization 
The control initialization is important for good control performance, 

because if it is not well configured, the actuations are probably saturated 
which may cause large overshoots, even plasma disruptions. To avoid 
the possibilties of potential plasma disruptions arising from improper 
control initialization, a feedforward in terms of discrete low-pass filters 
for ι and βp is designed. The characteristic time for the ι and βp pre-filters 
are respectively of the order of the resistive diffusion time τmag = 0.4 s 
and the energy confinement time τkin = 0.04 s. The feedforward tra
jectories are then obtained as follows in the discrete state space form: 
[

xι[k + 1]
xβp [k + 1]

]

=

[
Af ,ι 0
0 Af ,βp

][
xι[k]
xβp [k]

]

+

[
Bf ,ι 0
0 Bf ,βp

][
ιref [k]

βp,ref [k]

]

[
ιm[k]

βp,m[k]

]

=

[
Cf ,ι 0
0 Cf ,βp

][
xι[k]
xβp [k]

]
(16)  

where ιref [k] and βp,ref [k] are respectively the setpoints selected in Section 
3.2.1 for ι and βp at time k, xι[k] and xβp [k] the filter states at time k, while 
ιm[k] and βp,m[k] respectively denote the ι and βp reference trajectories at 
time k for the feedback controller to track. 

To avoid undesirable bump and power saturations due to control 
switching [34,32], the initial states of the ι and βp filters are then 
computed as 
[

xι[0]
xβp [0]

]

=

[
Cf ,ι 0
0 Cf ,βp

]− 1[ ιmea[0]
βp,mea[0]

]

(17)  

Here we assume that k = 0 represents the starting time when the feed
back controller is switched on. ιmea[0] and βp,mea[0] indicate the initial 
measured/estimated ι and βp respectively, which are equal to their 
corresponding initial setpoints ιref [0] and βp,ref [0]. 

3.2.4. Actuator dynamics 
In order to mimick the experimental conditions for auxiliary H&CD 

power actuators on EAST, actuation dynamics are considered to eval
uate the performance and robustness of the feedback control algorithm. 
The actuation dynamics for the ICRH and LHCD are modelled separately 
as a first-order time-delay transfer function: 

Gi(s) =
ki

τis + 1
e− θis, i ∈ {ICRH,LHCD} (18)  

where i is an indicator for power actuators, ki the ith steady-state gain 
which is fixed at 1, τi the ith characteristic time, θi the ith time delay and 
Gi(s) the transfer function for the ith power actuator. A saturation 
module that accounts for both the magnitude and rate limits of ICRH and 
LHCD is considered. Table 2 lists the related parameter values, where Sm 
and Sr respectively denote the magnitude and rate limits allowed by the 
actuators. 

3.2.5. Control conditioning and anti-windup compensation 
Since there are a series of dynamics in the actuated power systems, 

the actual delivered powers are never totally equal to the control com
mands requested by the controller at each time slice. However, the 
controller cannot automatically identify whether the commands are 
followed or not unless an extra closed loop is involved. In some cases, for 
instance, due to power saturations and time delays, the states of the 
controller may wind up because the plant does not respond accordingly, 
so that the behaviour of the system will deteriorate dramatically. To 
handle this problem, an anti-windup compensator is designed to keep 
the controller well-behaved and avoid undesirable oscillations when 
saturations and moderate time delays are present, which is expressed in 
the discrete state-space form: 

[
xaw[k + 1]

yaw,d[k]

]

=

⎧
⎪⎪⎨

⎪⎪⎩

[
Aaw Baw
Caw Daw

][
xaw[k]
δu[k]

]

, if δu[k] ∕= 0
[

Aexp
Cexp

]

xaw[k]. if δu[k] = 0
(19)  

Here δu = ua[k] − uc[k], ua[k] denotes the measurements of the actuated 
powers and uc[k] denotes the control outputs of the controller. The 
system matrices (Aaw,Baw,Caw,Daw) of the anti-windup compensator are 
chosen identical to the discrete form of the system matrices in the two- 
time-scale plasma model. (Aexp,Cexp) is a discrete state-space realization 
of the asymptotically stable equation ẋaw(t) = λxaw(t), and λ is set to be −
50. yaw,d[k] is the modified reference arising from the actuation dy
namics to be added to the reference trajectories for controller states 
conditioning in real-time. This conditioning technique can be combined 
with the fast and slow βp controller to cope with up to 60 ms of time 
delays plus power saturations, which will be demonstrated in Section 
4.2. 

3.2.6. Real-time capability 
Testing on a computer with Intel(R) Xeon (R) CPU X5660@2.8GHz 

processors shows that the average computational time for one control 
cycle is 40.6 μs (less than the sampling time 20 ms). Considering that the 
current implementation of the control algorithms is based on the 
MATLAB/Simulink framework, the computation time for each control 
cycle should be further reduced when the algorithm is realized by the C/ 
C++ code and implemented into the EAST plasma control system (PCS) 
using the embedded MATLAB coder (EMC) toolbox. Therefore, we 
conclude that this algorithm meets the real-time constraints. 

3.2.7. Performance indexes 
The feedback control performance is evaluated based on a set of 

indexes that can be used to represent the control performance in 
different aspects. 

Table 2 
ICRH and LHCD power actuator model parameters.  

Actuators τi [ms]  θi [ms]  Sm [MW]  Sr [MW s− 1]  

ICRH 1 [0, 60] [0, 1.5] [ − 8, 8]  
LHCD 1 [0, 60] [0, 3] [ − 8, 8]   
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The first index is the rise time, which is defined as the total time 
required for the response to rise/fall from 10% (90%) to 90% (10%) of 
its regulation height in a specific time window. Specifically, we assume 
that there are N time windows for the regulation of ι and βp in a 
controlled scenario, and the starting time for the ι and βp setpoint 
transition remain the same. In a given time window n, the rise time of ι at 
x = 0,0.1, 0.2,…,0.9 (tr,ι(n,x)) and βp (tr,βp (n)) read as: 

tr,ι(n, x) = t(ι1
a(n, x)) − t(ι0

a(n, x))
tr,βp (n) = t(β1

p,a(n)) − t(β0
p,a(n))

(20)  

where 
⎡

⎣
ι1
a(n, x) β1

p,a(n)

ι0
a(n, x) β0

p,a(n)

⎤

⎦ =

[ 0.1 0.9
0.9 0.1

][ ι0(n, x) βp,0(n)
ι1(n, x) βp,1(n)

]

n = 1, 2,…,N, x = 0, 0.1, 0.2,…, 0.9  

Here, ι0(n, x) and βp,0(n) are the starting setpoints of ι(x) and βp in the 
time window n respectively, while ι1(n, x) and βp,1(n) indicate the final 
setpoints. Likewise, ι0a(n, x) and β0

p,a(n) are the estimated/measured 
values at the 10% of the regulation heights in a given time window n, 
while ι1a(n, x) and β1

p,a(n) are those at the 90% of the regulation heights. 
Once the rise times for ι and βp in a time window are obtained, we can 

then calculate the averaged values. For ι, averaging the rise time tr,ι(n, x)
on n can represent the averaged rise time at each point over all the time 
windows, i.e. 〈tr,ι(n,x)〉n, meanwhile averaging tr,ι(n, x) on x can express 
the integrated rise time of ι points in different time windows, i.e. 〈tr,ι(n,
x)〉x. 〈tr,ι〉 and 〈tr,βp 〉 are two scalars which show the comprehensive 
response time for ι and βp respectively. Note that W(x) is the normalized 
weighting matrix which represents the importance of each point: 
〈

tr,ι

〉

=
1

10N

∑0.9

x=0

∑N

n=1
W(x)tr,ι(n, x)

〈

tr,βp

〉

=
1
N

∑N

n=1
tr,βp (n)

〈

tr,ι(n, x)〉n =
1
N

∑N

1
tr,ι(n, x)

〈

tr,ι(n, x)〉x =
1
10

∑0.9

x=0
W(x)tr,ι(n, x)

The second performance index is the overshoot, which is defined as 
the maximum amount a system overshoots its final value divided by its 
final value, often expressed in percentage. In tokamak plasma operation, 
large overshoots of ι and βp can result in undesirable MHD and kinetic 
instabilities, thus it is good to quantify this index to reflect the control 
performance. For our problem, since ι and βp are not the same kind of 
physical quantities, we define los,ι(n, x) and los,βp (n) respectively as the 
overshoot of ι(x) and βp at a given time window n. 

los,ι(n, x) =
ιmax(n, x) − ιss(n, x)

ιss(n, x)
× 100%

los,βp (n) =
βp,max(n) − βp,ss(n)

βp,ss(n)
× 100%

n = 1, 2,…,N, x = 0, 0.1, 0.2,…, 0.9

(21)  

where ιmax(n, x) and βp,max(n) are respectively the maximum values 
exceeding their corresponding steady state values ιss(n, x) and βp,ss(n). 

With the similar technique, we can derive two scalars, i.e. 〈los,ι〉 and 
〈los,βp 〉 for the comprehensive evaluation of ι and βp overshoots in the 
whole controlled scenario. Two partial averaged values 〈los,ι(n, x)〉n and 
〈los,ι(n, x)〉x represent the overshoots of ι in two different aspects. The 

weighting matrix W(x) is the same as the one for the rise time 
calculation. 

〈
los,ι

〉
=

1
10N

∑0.9

x=0
W(x)

∑N

n=1
los,ι(n, x)

〈
los,βp

〉
=

1
N

∑N

n=1
los,βp (n)

〈
los,ι(n, x)〉n =

1
N

∑N

n=1
los,ι(n, x)

〈
los,ι(n, x)〉x =

1
10

∑0.9

x=0
W(x)los,ι(n, x)

The third performance index is the relative error index, which rep
resents the relative error of the controlled output against its setpoint. For 
our problem, Jι[k] and Jβp [k] are two time-variant relative error indexes 
for ι and βp respectively. These two indexes are defined as: 

Jι[k] =
διT [k]Qδι[k]
ιT
r [k]Qιr [k]

, δι[k] = ι[k] − ιr[k]

Jβp [k] =
δβT

p [k]δβp[k]
βT

p,r [k]βp,r[k]
, δβp[k] = βp[k] − βp,r[k]

(22)  

where Q is the weighting matrix for ι, δι (δβp) is the error between the 
estimation ι[k] (βp[k]) and the setpoint ιr[k] (βp,r[k]). Averaging them can 
as well attain the overall relative error indexes for ι, i.e. 〈Jι〉 and βp, i.e. 
〈Jβp 〉, where K is the number of samplings in the whole controlled 
process. 
〈

Jι

〉

=
1
K

∑K

k=1
Jι[k],

〈

Jβp

〉

=
1
K

∑K

k=1
Jβp [k]

We do not combine them by adding these two scalars for a 
comprehensive representation of the control performance because we 
note that they may evolve in different orders, and adding them may 
neglect important information about control performance. 

4. Simulation results 

In order to evaluate the control scheme proposed in the previous 
section, closed-loop simulations were carried out by coupling the 
controller with the METIS code, which is a non-linear plasma simulator. 

The two-time-scale model is identified from 20 different METIS open 
loop simulations with random power modulations: the details of the 
system identification methodology can be found in [22,26,27]. The 
reference scenario around which the model is identified is a steady state, 
fully non-inductive single-null H-mode discharge in the EAST tokamak, 
i.e. Shot #62946, with the toroidal magnetic field BT = 2.5 T, the cen
tral electron density ne0 ≈ 3.5× 1019 m− 3 and plasma current Ip =

0.42 MA. The discharge was obtained using LHCD (0.6 MW at 2.45 GHz 
and 2 MW at 4.6 GHz), 0.32 MW of ICRH at 33 MHz and 0.3 MW of 
ECRH at 140 GHz. The transition to H-mode occurred at 3.1 s with an 
H-mode enhancement factor H98(y, 2) ∼ 1.1. The q profile exhibited a 
small negative shear in the plasma core, with minimum q around 1.5 and 
q0 ∼ 2 on axis. The plasma profiles were retrieved from the EFIT mag
netic equilibrium reconstructions available in real-time using magnetic 
and kinetic measurements, for instance, interfero-polarimetry data from 
the POINT diagnostics [35–37]. 

The initialization of the METIS code is preset to be consistent with 
Shot #62946 at 3.1 s, including plasma current, shape, magnetic fluxes, 
kinetic profiles and actuated powers. The plasma transport model is 
described in detail in [28] and was chosen consistent with the standard 
ITER-EIV H-mode scaling law [38]. With this scaling law, an H-factor of 
0.99 was used in METIS simulations to fit the measured plasma energy 
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content. This H-factor can be varied in some simulations to study the 
effect of model perturbations. Some other fitting parameters were cho
sen in order to fit the temperature profiles measured in Shot #62946 and 
then fixed for all simulations. The LHCD model is also described in [28]. 
The lower hybrid power deposition profile is based on a probabilistic ad 
hoc formulation which takes into account the limits of the wave prop
agation domain in space and parallel wave-index and the Landau ab
sorption criterion as a function of local plasma temperature. With the 
chosen parameters, the LHCD was generally deposited off-axis, which 
could lead to reverse magnetic shear at high power, and to the formation 
of electron internal transport barriers in some cases. Plasma parameters 
such as plasma current, geometry, densities and effective charge 
numbers are assumed to be regulated by dedicated controllers. The 
sampling time is fixed to 20 ms. The LHCD power at 2.45 GHz and the 
ECRH power at 140 GHz are not considered as control actuators. They 
are always at their reference values in every simulation, 0.6 and 0.3 MW 
respectively, and since METIS allows for only one lower hybrid system, 
they are combined into a single heating system providing 0.9 MW with 
given power and current deposition profiles into the plasma at constant 
plasma current and density. The control actuators are the LHCD power 
at 4.6 GHz and the ICRH power at 33 MHz and their feedforward com
ponents are constant at 2 MW and 0.32 MW, respectively, as in the 
reference discharge. The time constants for βp and ι prefilters are 
respectively 0.04 and 0.4 s, whose initial states are respectively 1.0282 
(βp,0) and [0.9200,0.9032,0.9745,0.9901,0.7892,0.6195,0.4602,
0.3383, 0.2496,0.1866] (ιi,0, i = 0,0.1,0.2,…,0.9) corresponding to the 
counterparts at 3.1 s in Shot #62946. The time constant and initial state 
for the low-pass filter in the feedback component are 1 s and 0 respec
tively. The actuated powers are the 4.6 GHz LHCD spreading between 
0 and 3 MW and the 33 MHz ICRH from 0 to 1.5 MW. 

4.1. Tracking of q-profile and βp 

4.1.1. Separate control of βp and the core ι profile 
The simplest control evaluation case is the nominal control of βp, 

with the safety factor control relaxed as shown in Fig. 4. There are totally 
6 setpoints which are required to be achieved, sequentially 1.5, 2, 3, 1.9, 
2.3 and 2.8. It is obvious that the combination of fast βp and slow βp 

controllers is able to track βp with good control performance, e.g. the 
averaged rise time 〈tr,βp 〉 at 132 ms, very small overshoots (〈los,βp 〉 =

3.2%) and negligible steady-state errors under the condition that the 
powers of ICRH and LHCD are not saturated. In each control phase, the 
averaged relative error for βp, i.e. 〈Jβp 〉, initially increases due to the 
sudden change of its regulation point, and then decreases substantially 
to around 10− 7. It must be noted here that the sampling time was set to 
0.02 s for the control simulations, i.e. for both the controller inputs/ 
outputs and the METIS evolution. This allowed extensive closed-loop 
simulations to be performed in a reasonable time despite the 
complexity of the METIS code, and also provided realistic simulations of 
the closed-loop experiments on EAST, in which the sampling time has to 
match the requirements of the real-time magnetic reconstruction. This 
sampling time is adequate for the slow βp controller (the characteristic 
time of the slow model is τmag = 0.4 s), but discrepencies between the 
(ideal) continuous dynamics and the discrete ones due to sampling may 
influence the fast control of βp (the characteristic time of the fast model 
is τkin = 0.04 s). Since the rise time 〈tr,βp 〉 is around six times the sam
pling interval and 3.5τE, this influence appears to be insignificant. 
Concerning the evolution of the ι values at different radii, we note that 
the plasma temperature increases when the ICRH power and βp increase, 
which makes the LHCD deposition more off-axis and also drives more 
bootstrap current, thus leading to the increase of the core safety factor 

Fig. 4. Tracking βp. Left-top panel: time traces of βp setpoints (green dashed) and evolutions (black) with βp feedback control. Left-middle panel: time traces of 
actuated powers PICRH (blue) and PLHCD (red), as well as the ICRH (blue dashed) and LHCD (red dashed) power limits. Left-bottom panel: time traces of the relative 
error index for βp. Right panel: time traces of ι setpoints (dashed) and evolutions (solid) at x = 0 (black), 0.1 (green), 0.2 (red), 0.3 (blue), 0.4 (magenta), 0.5 (cyan) 
with ι control relaxed. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 6. Tracking ι points at 0,0.1,0.2,…,0.4 and βp simultaneously. Top panels from left to right: time traces of plasma poloidal pressure βp, plasma current Ip, the 
loop voltage Uloop, the averaged relative error for βp, 〈Jβp 〉. Middle panels from left to right: time traces of the ι septpoints (green dashed) and evolutions (black solid) 
at x = 0, 0.1, 0.2, 0.3. Bottom panels: time traces of the ι setpoints (green dashed) and evolutions (black solid) at x = 0.4, the actuated ICRH power PICRH (black solid) 
associated with its power limits (green dashed), the ICRH power PLHCD (black solid) associated with its power limits (magenta dashed), and the averaged relative 
error for ι, 〈Jι〉. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Tracking ι points at 0, 0.1, 0.2, …, 0.4. 
Left-top panel: time traces of βp setpoints (green 
dashed) and evolutions (black) with βp control 
relaxed. Left-middle panel: time traces of actu
ated powers PICRH (blue) and PLHCD (red), as 
well as the ICRH (blue dashed) and LHCD (red 
dashed) power limits. Left-bottom panel: time 
traces of the averaged relative error index for ι. 
Right panel: time traces of ι setpoints (dashed) 
and evolutions (solid) at x = 0 (black), 0.1 
(green), 0.2 (red), 0.3 (blue), 0.4 (magenta), 0.5 
(cyan) with ι feedback control. (For interpreta
tion of the references to colour in this figure 
legend, the reader is referred to the web version 
of this article.)   
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profile. 
The second case is the nominal control of ι values at normalized 

radius x = 0, 0.1,0.2,…,0.5 with the βp feedback control relaxed. Three 
sets of setpoints were prescribed, with the first setpoint globally positive 
magnetic shear, the second one being weakly negatively sheared in the 
plasma core, and the third being strongly centrally negatively sheared. 
As shown in Fig. 5, the setpoints are achieved with the averaged rise 
time 〈tr,ι〉 = 607 ms and the averaged overshoots 〈los,βp 〉 = 1.4%. In each 
control phase, the averaged relative error for ι, i.e. 〈Jι〉, initialy increases 
due to its limited control bandwidth, and then decreases exponentially 
to around 10− 6. Since the plasma pressure is not actively controlled, in 
other words, the fast and slow βp controllers are not switched on, the βp 

value remains at around 1.5 due to very small variations of the ICRH 
power. It indicates that, as expected, the LHCD system is more suitable 
for ι control than for βp control, while the ICRH system is just in reverse. 
In addition, small variations of βp indicate that the control of ι points in 
the plasma core via LHCD does not obviously impact the value of plasma 
pressure. 

4.1.2. Simultaneous control of βp and the core ι profile 
The nominal control of both ι and βp is shown in Fig. 6. Three βp 

setpoints, namely 2, 2.5 and 3, are prescribed, i.e. 2 in the time interval 
[3.1, 7.1] s, 2.5 in [7.2, 11.2] s and 3 in [11.3, 15.6] s. Likewise, three 
groups of setpoints for ι at 0, 0.1,…,0.4 are specified, i.e. positive central 
magnetic shear between 3.1 and 7.1 s, weakly central negative shear 

from 7.2 to 11.2 s and strongly central negative shear in [11.3, 15.6] s. 
Clearly, all the targets are achieved using only the limited LHCD and 
ICRH powers, with the averaged rise time vector (〈tr,βp 〉, 〈tr,ι〉) at 
(0.113, 1.11) s, the averaged overshoot vector (〈los,βp 〉, 〈los,ι〉) at 
(1.44, 3.47) %. In each regulation window, Jι evolves from 10− 3 to 10− 5 

and Jβp decreases from 10− 2 to approximately 10− 9. 
The corresponding evolutions of q-profile, the bootstrap current 

profile, electron and ion temperature profiles are depicted in Fig. 7. With 
the decrease of the central magnetic shear and the βp increase, the 
bootstrap current was increased due to the increase of electron tem
peratures and their gradients and the LH-driven current was increased as 
well via actuating more LHCD power. An internal transport barrier was 
formed on the electron channel as one can notice a strong increase of Te 
and Jboot in the centre. However, the increase of electron temperatures 
implies the reduction of the electron-ion collision frequency (propor
tionally to T− 1.5

e ), hence the ions could not be heated by electrons. 
Taking the ion radiation and power loss into account, the ions temper
ature dropped slightly. 

The EAST tokamak is a superconducting tokamak which is suitable 
for the long-pulse steady-state plasma operation. The second case in
volves the simulatenous control of βp and ι in H-mode steady state 
operational scenarios. In order to design appropriate ι and βp setpoints 
for H-mode steady-state plasma control, we perform trial simulations by 
regulating one set of ι values via the proposed ι controller and tracking βp 

to different levels via the proposed βp controller. The pair of ι and βp 

Fig. 7. Simulation of a hybrid scenario. Left-top panel: typical q-profile setpoints (asterisk and dashed) and evolutions (square and solid) at 6.8 s (red), 11 s (blue) 
and 15 s (black). Right-top panel: contour plot of the bootstrap current jboot evolution. Left-bottom panel: contour plot of the electron temperature profile Te evo
lution. Right-bottom panel: contour plot of the ion temperature profile Ti evolution. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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values associated with zero surface loop voltage are selected as set
points. Note that Uloop is not an actuator, and the condition of the zero 
loop voltage with the constant total plasma current is satified by 
appropriately coordinating the values of ι and βp. With the procedure, 
three pairs of setpoints for ι and βp are therefore designed. The tracking 
of these designed setpoints using the proposed control scheme is then 
performed with the results shown in Fig. 8. In each regulation window, 
the setpoints are reached with the averaged rise time vector (〈tr,βp 〉, 〈tr,ι〉)
at (0.146, 1.34) s, the averaged overshoot vector at (〈los,βp 〉, 〈los,ι〉) at 
(2.13, 3.86) %, small steady state errors, and meanwhile, with the loop 
voltage approaching zero. 

More interesting physical results are illustrated in Fig. 9. It seems 
that the increase of the absolute value of central magnetic shear com
bined with the βp decrease can ensure the sum of bootstrap current and 
LH driven current approximately kept at a level so that the ohmic cur
rent would not play a role. With the decrease of the ICRH power, βp 

drops from 2.8 to 2.2, associated with the global reduction of the elec
tron temperature. The decrease of electron temperatures results in the 
growth of the collision frequency between electrons and ions, thus the 
ion temperatures globally increased via acquiring the energy from 
electrons. The two obvious bulbs for the loop voltage evolution, shown 
in Fig. 9, between scenario transition are attributed to the sudden 
decrease of the bootstrap current arising from the sudden decrease of 
electron temperatures and their gradients due to the decrease of the 
ICRH power. In order to compensate for the loss of the bootstrap current 
and keep the plasma current constant, the ohmic current increases in 
response to the loop voltage, Uloop, delivered by the plasma current 

controller. Therefore, Uloop transiently increases before it is reduced to 
about 0 on a longer time scale due to the growth of PLHCD and of the 
associated LH driven current, which leads to an increase of the central 
safety factor and shear reversal.Even though it plays a negligible role in 
the steady state scenarios, the ohmic current can be used transiently 
after setpoint changes or plasma disturbances considering the different 
time scales in which various parameters such as the bootstrap current or 
the LH driven current evolve. 

4.2. Tracking with moderate time delays and power saturations 

In this sub-section, we first present the METIS simulation results with 
different levels of time delays. Then comparison of the simulations with 
and without the control conditioning module is provided to highlight 
the importance of online control conditioning for the feedback 
controller in attenuating the negative effects from time delays and 
power saturations. 

Basically, the tokamak operation system is a time delay system, in 
which the time delays may arise from the PCS sampling, filtering, 
communication with the associated systems, the actuator systems, the 
diagnostic systems and the real-time equilibrium reconstruction algo
rithm. For time delay systems, the effects from time delays can be 
neglected if they are under a particular threshold. However, exceeding 
the threshold may result in undesirable oscillations, sometimes even 
inducing control instability. Since the profile control sampling time is 
fixed at 20 ms, the time delays that appear in the discrete profile 
controller should be a multiple of the profile control sampling time. The 

Fig. 8. Tracking of ι points at 0, 0.1,0.2,…,0.4 and βp simultaneously. Top panels from left to right: time traces of plasma poloidal pressure βp, plasma current Ip, the 
loop voltage Uloop (black solid) with the zero loop voltage line (red dashed), the averaged relative error for βp, 〈Jβp 〉. Middle panels from left to right: time traces of the 
ι setpoints (green dashed) and evolutions (black solid) at x = 0, 0.1, 0.2, 0.3. Bottom panels from left to right: time traces of the ι setpoints (green dashed) and 
evolutions (black solid) at x = 0.4, the actuated ICRH power PICRH (black solid) associated with its power limits (green dashed), the LHCD power PLHCD (black solid) 
associated with its power limits (magenta dashed), and the averaged relative error for ι, 〈Jι〉. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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actuation and measurement time delays can be as small as 1 ms because 
their sampling frequencies are much larger, e.g. 1000 Hz. The PCS 
profile control algorithm and the equilibrium reconstruction algorithm 
with larger sampling time at 20 ms thus constitute a primary source of 
time delays, which may cause the time delays as large as 20, 40 and even 
60 ms. In this study, we evaluate the performance of the controller under 
the time delay environment by artificially varying the time delays in the 
actuation dynamics at 20, 40 and 60 ms respectively. The simulation 
results are illustrated in Fig. 10. By comparing the evolution of βp and ι 
values in the plasma core with the actuation time delays at 20, 40 and 
60 ms, we can conclude that the control performance is not obviously 
damaged with the increase of time delays, which is beneficial from the 
online control conditioning for the controller states using the values of 
the control commands provided by the controller and of the actual 
powers provided by the ICRH and LHCD power systems. 

Normally, under ideal circumstances if the reference trajectories are 
properly prescribed, the magnitude and power rate limits of the ICRH 
and LHCD systems are never violated. However, unpredictable distur
bances in tokamak plasmas could drive the plasma to abnormal states, 
which can probably cause power saturations, sometimes accompanied 
with time delays. In order to identify whether the controller with online 
control conditioning can effectively attenuate the effects from both the 
power saturations and time delays, control performance with and 
without the anti-windup module are compared in Fig. 11. In the scenario 
without control conditioning imposed, there are obvious oscillations of 

the βp evolution at the beginning, which is caused by oscillations of the 
ICRH power mainly due to 60 ms time delays (i.e. 3Ts). At 7.1 s, the βp 

setpoints are increased from 2.0 to 3.5 exponentially. However, since the 
highest ICRH power that can be provided cannot support the achieve
ment of βp at 3.5, the ICRH power is saturated until 11.2 s. Then the 
reference trajectory starts to decrease from 3.5 to 3.0: one can notice 
that the βp value immediately follows the reference trajectory for the 
scenario with control conditioning, but the scenario without control 
conditioning cannot respond accordingly for as long as 4 s. As for ι one 
can notice that at the beginning the relative errors, i.e. Jι[k], for two 
scenarios are approximately consistent, because the ι controller does not 
respond to the high frequency references/disturbances. After the satu
ration is relaxed, the relative error for ι with control conditioning is 
obviously much smaller than the one without control conditioning. 

To sum up, using the controller outputs and the actual power mea
surements, we can calculate the actuation errors due to power satura
tions or time delays with respect to the control commands based on the 
two-time-scale plasma model. Then these errors are fed back to the 
controller for control states conditioning. This technique can attenuate 
negative effects from long time delays, e.g. 60 ms, and from the evolu
tion after the power saturations are relaxed. 

4.3. Tracking with varying weighting functions 

The objective of this sub-section is to compare the closed-loop 

Fig. 9. Simulation of a steady-state scenario. Left-top panel: typical q-profile setpoints (asterisk and dashed) and evolutions (square and solid) at 6.8 s (red), 11 s 
(blue) and 15 s (black). Right-top panel: contour plot of the bootstrap current jboot evolution. Left-bottom panel: contour plot of the electron temperature profile Te 

evolution. Right-bottom panel: contour plot of the ion temperature profile Ti evolution. (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.) 
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simulation results using the feedback controller tuned with various 
weighting functions. 6 simulation scenarios were evaluated, whose re
sults are listed in Table 3. All the simulation scenarios have achieved the 
simultaneous control of the q-profile and βp, implying the potential 
robustness of the feedback controller to the weighting function 
parameters. 

In the scenarios a–c, all three local controllers are tuned with the 
weighting functions as listed in the option I of Table 1. The tuning pa
rameters M and A are respectively kept at 2 and 10− 5, and the desired 
closed-loop bandwidths are increased from the scenario a to c. Results 
show that the performance indexes 〈 t→r〉 and 〈 J→〉 are gradually 
descreased for both βp and ι tracking, which is accompanied with the 

increase of the overshoot index 〈 l
→

os〉. In the scenarios d–f, the fast βp 

controller is tuned with the weighting functions in the Option I, while 
the slow βp and ι controllers are tuned with the weighting functions in 
the Option II. Likewise, the tuning parameter M is fixed at 2 for all the 
weighting functions, while the desired closed-loop bandwidths and the 
low frequency tuning parameters are varied. Results imply that with the 
increase of the desired closed-loop bandwidths, the transient control 
performance is improved because the performance indexes 〈 t→r〉 and 〈

J→〉 are decreased gradually and the overshoot index 〈 l
→

os〉 is increased in 
the scenarios d–f. In addition, statistics show that the averaged rise time 
〈tr,βp 〉, lies in 90–132 ms, i.e. (2.5–3.5) τE and also 4.5–6.6 times the 
sampling interval, which is physically reasonable and is a tradeoff be
tween the control performance and robustness. The robustness 

performance to parameter disturbances will be evaluated in the next 
section. 

Comparing the scenarios a–f, we conclude that when using the option 
II for control design, the ι control can be improved slightly, but the βp 
control performance is damaged. To sum up, the tuning of the desired 
closed-loop bandwidths is essential for the control performance, which 
should be carefully considered. In addition, the tuning parameter A 
should be made small, for example, at 10− 5 to guarantee small tracking 
errors. 

4.4. Robustness to plasma parameter uncertainties 

In tokamak experiments, there are numerous parameters/profiles 
that were assumed to be constant but possibly vary and influence, in 
different degrees, the values of safety factors and plasma pressures. For 
example the line averaged density 〈ne〉, the confinement enhancement 
factor H98(y, 2) and the ion effective charge number Zeff are among the 
most important ones. Hence, we consider those quantities as the sources 
of typical disturbances that occur in the course of the simulation and 
evaluate the robustness of the closed-loop system. Plasma current dis
turbances are not taken into account in this study because the plasma 
current is tightly regulated separately through a dedicated controller. 

Simulation results of disturbance rejection by the βp controller are 
depicted in Fig. 12, where 18 squared wave disturbances emerge in 
separate periods of the whole simulation as listed in Table 4. Specif
ically, the value of the averaged density is increased by 30% at 3.6 s (βp 

Fig. 10. Tracking with the time delays (t.d.) at 20 ms (black), 40 ms (red) and 60 ms (blue). Top panels from left to right: time traces of plasma poloidal pressure βp, 
plasma current Ip, the loop voltage Uloop, the βp performance index Jβp . Middle panels from left to right: time traces of the ι points at x = 0, 0.1, 0.2, 0.3. Bottom panels 
from left to right: time traces of the ι point at x = 0.4, the actuated ICRH power PICRH, the LHCD power PLHCD, and the ι performance index Jι. The reference 
trajectories for ι and βp are denoted by green dashed lines, the power limits for the ICRH and LHCD are indicated by blue and magenta dashed lines, respectively. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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at 2), 6.22 s (βp at 2.5) and 8.74 s (βp at 3) respectively and remains 
constant for 0.5 s before it returns to the original value. The value of the 
averaged density is decreased by 30% suddenly at 19.82 s (βp at 2.0), 
22.34 s (βp at 2.5) and 24.86 s (βp at 3) and remains the same for 0.5 s 
before returning to the initial value. The H factor is artificially decreased 
by 30% in the time periods [4.7, 5.2] s, [7.22, 7.72] s and [9.74, 10.24] 
s, while in the time periods [11.26, 11.76] s, [13.78, 14.28] s and 
[16.30, 16.80] s it grows by 30%. During the time intervals 
[12.26, 12.76] s, [17.30, 17.80] s and [21.34, 21.84] s we respectively 
increase the effective charge number by 30% while during the time in
tervals [14.78, 15.28] s, [18.82, 19.32] s and [21.34, 21.84] s the 
effective charge number is decreased by 30%. We can conclude from our 
simulations that, in addition to good reference tracking, the fast and 
slow controllers are as well able to reject the 30% changes of ne, H98(y,
2) and Zeff with a response time at around 0.25 s when the ICRH power is 
not saturated. We note that if the upper limit of the ICRH power is 
1.5 MW, it is not possible to reject the 30% decrease of H98(y,2) when βp 

is over 2.5 and also it cannot reject 30% decrease of ne and Zeff when βp is 
at 3. The reason is that under those conditions the available ICRH power 
is not able to compensate the reduced part of βp arising from the 
decrease of H98(y, 2), ne and/or Zeff . Importantly, we highlight that 

among all three parameters, H98(y,2) is the most important parameter 
that can significantly affect βp. 

The robustness test of the ι controller against typical squared wave 
disturbances is presented in Fig. 13. In this case, three squared wave 
disturbances are imposed in the periods of [4, 4.5] s (30% increase of 
ne), [8, 8.5] s (30% increase of H98(y,2))and [12, 12.5] s (30% increase 
of Zeff). Even though the simulation experienced large and sudden dis
turbances in the first two phases, two groups of setpoints are finally 
reached without exceeding the limits of ICRH and LHCD powers. As for 
the third phase, since the model mistmatches are enlarged with strongly 
negative magnetic shear due to nonlinearity, the setpoints are reached 
after a few oscillations. 

The simultaneous control of ι at 0,0.1, 0.2,…,0.5 and βp with typical 
disturbances is shown in Fig. 14. There are three squared wave distur
bances with the amount of 30% growth occurring in the time intervals 
[4, 4.5] s (for averaged density), [8, 8.5] s (for H factor) and [12, 12.5] s 
(for effective charges). In addition to reference tracking, βp is well 
regulated against the three sudden and large disturbances with a 
response time of 0.2 s. The ι controller is able to reject the disturbances 
of both H factor and plasma density and finally reaches the targets. For 
the strongly negative shear case, it takes more time to achieve the target 

Fig. 11. Comparison of tracking with 60 ms of 
time delays (t.d.) plus power saturations with 
(black solid) and without (red solid) online 
control conditioning. Top panels from left to 
right: time traces of plasma poloidal pressure 
βp, plasma current Ip, the loop voltage Uloop, the 
βp performance index Jβp . Middle panels from 
left to right: time traces of the ι points at x = 0, 
0.1, 0.2, 0.3. Bottom panels from left to right: 
time traces of the ι point at x = 0.4, the actu
ated ICRH power PICRH, the ICRH power PLHCD, 
and the ι performance index Jι. The reference 
trajectories for ι and βp are denoted by green 
dashed lines, the power limits for the ICRH and 
LHCD are indicated by blue and magenta 
dashed lines respectively. (For interpretation of 
the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.)   

Table 3 
Weighting functions for the fast βp, the slow βp and the ι local controllers design and performance indexes.  

Option Index ωB,βp,F  ωB,βp,S  ωB,ι  Aβp,F  Aβp,S  Aι  – – – – 〈 t→r〉 [s]  〈 l
→

os〉 [%]  〈 J→〉× 104 [A.U.]  

I a 2π  π  π  10− 5  10− 5  10− 5  – – – – (0.107, 0.808) (4.02, 3.43) (9.78, 14.0)  

b 3π  1.5π  1.5π  10− 5  10− 5  10− 5  – – – – (0.0933, 0.771) (5.12, 3.80) (9.09, 13.0)  

c 4π  2π  2π  10− 5  10− 5  10− 5  – – – – (0.100, 0.752) (6.19, 4.12) (8.94, 12.0)  

Option Index ωB,βp,F  ωp,βp,S  ωu,ι  ωp,3  ωu,ι  Aβp,F  Ap,βp,S  Au,βp,S  Ap,ι  Au,ι  〈 t→r〉 [s]  〈 l
→

os〉 [%]  〈 J→〉× 104 [A.U.]  

II d 2π  10− 0.3  1 10− 0.3  1 10− 5  10− 4.5  100.1  10− 4.5  100.1  (0.113, 1.11) (1.44, 3.47) (9.96, 30.0)  

e 3π  10− 0.15  1.2 10− 0.15  1.2 10− 5  10− 5.25  100.1  10− 5.25  100.1  (0.0933, 0.906) (3.33, 4.46) (9.12, 26.0)  

f 4π  10− 0.10  1.5 10− 0.3  1.5 10− 5  10− 6  100.2  10− 6  100.2  (0.0933, 0.885) (4.69, 5.18) (9.01, 26.0) 

Note: 〈 t→r〉 := (〈tr,βp 〉, 〈tr,ι〉), 〈 l
→

os〉 := (〈los,βp 〉, 〈los,ι〉), 〈 J→〉 := (〈Jβp 〉, 〈Jι〉). 
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since the model mismatches are much larger, but it is nevertheless 
approached as closely as possible. Note that when βp is at 3.0, a large 
amount of ICRH power is needed to sustain this value and only a limited 
amount of power is left to reject the disturbance, thus the ICRH power is 
saturated between 12 and 12.5 s. 

5. Conclusion and outlook 

In this work, a new ℋ∞ robust controller has been developed for the 
tracking of the safety factor profile and the poloidal plasma pressure 
parameter, based on a two-time-scale data-driven model. The model is 
divided into 3 sub-models for separate control synthesis and eventually 
all the local controllers are combined for composite feedback control. In 
order to attenuate the negative effects from power saturations and time 
delays, a controller states conditioning loop is utilized to compensate for 
the actuation errors due to power saturation and time delays. Mean
while, to avoid undesirable bumps, overshoots and power saturations at 
the control initialization, some pre-configurations on the setpoints and 
pre-filters are carefully made. The control tunings and relevant control 
performance have been evaluated numerically to provide some in
dications on experimental control tunings for the robust feedback 
controller. Importantly, extensive nonlinear closed-loop simulations 
with the METIS code show that using LHCD@4.6GHz and 
ICRH@33MHz systems as control actuators the proposed controller can 

successfully achieve and regulate the monotonic q-profile and reversed 
magnetic shear with high βp in H-mode steady-state scenarios on EAST. 
Robustness tests indicate that it is possible to maintain the states by 
rejecting the disturbances of up to different levels of plasma density 
variation, H-factor variation and effective charge variation separately. 

In the future, the implementation of the control algorithms into the 
EAST plasma control system is expected and experimental tests on EAST 
are foreseen to further validate the effectiveness of the proposed control 
scheme. Furthermore, a series of extensions can be made based on the 
proposed controller. Firstly, control adaptivity can be imposed on the 
feedback controller (treated as a central controller) to enhance its con
trol performance, for example, reducing the overshoots and steady-state 
errors, especially for the fast timescale kinetic control and the central 
safety factor control. In addition, a plant model-based feedforward can 
be combined with the feedback controller to not only actively control 
the response time but also optimally reduce the transient errors between 
measurements/estimations and setpoints, while the disturbance model- 
based feedforward can be implemented to deal with typical disturbances 
at the timescale beyond the control bandwidth of the fast controller. It is 
also interesting to explore the high plasma current, high plasma pres
sure, high bootstrap current fraction steady-state scenarios with the 
inclusion of neutral beam injection (NBI) and electron cyclotron current 
drive (ECCD) as control actuators for the integrated control of the safety 
factor profile, ion temperature and plasma rotation profiles and MHD 
instabilities. 
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Fig. 12. Disturbance rejection of βp control. 
Top panel: time traces of βp setpoints (green 
dashed) and evolutions (black solid), with the 
associated parameter variation intervals: 
magenta areas indicate that ne is activated as a 
parameter disturbance, while H98(y,2) corre
sponds to the light purple areas and Zeff is 
linked with cyan areas. The red dotted line 
represents the relative variation of each acti
vated disturbance parameter. Middle panel: 
time traces of actuated powers PICRH (blue 
solid) and PLHCD (red solid), as well as power 
ranges of ICRH (blue dashed) and LHCD (red 
dashed). Bottom panel: time traces of the rela
tive error for βp, i.e. Jβp . (For interpretation of 
the references to colour in this figure legend, 
the reader is referred to the web version of this 
article.)   

Table 4 
List of the parameter variations.  

βp  δne [%], T.I. [s]  δH98(y,2) [%], T.I. [s]  δZeff [%], T.I. [s]  

2 +30%, [3.7, 4.2] +30%, [11.26, 11.76] +30%, [12.26, 12.76]  
− 30%, [19.82, 20.32]  − 30%, [4.7, 5.2]  − 30%, [14.78, 15.28]  

2.5 +30%, [6.22, 6.72] +30%, [13.78, 14.28] +30%, [17.30, 17.80]  
− 30%, [22.34, 22.84]  − 30%, [7.22, 7.72]  − 30%, [18.82, 19.32]  

3 +30%, [8.74, 9.24] +30%, [16.30, 16.80] +30%, [21.34, 21.84]  
− 30%, [24.86, 25.36]  − 30%, [9.74, 10.24]  − 30%, [23.86, 24.36]   
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Fig. 13. Disturbance rejection of ι control. Left- 
top panel: time traces of actuated powers PICRH 

(blue) and PLHCD (red), power ranges of ICRH 
(blue dash) and LHCD (red dash). Left-bottom 
panel: time traces of the averaged relative 
error index for ι. Right panel: time traces of ι 
values (solid) and setpoints (dashed) at x = 0 
(black), 0.1 (green), 0.2 (red), 0.3 (blue), 0.4 
(magenta), 0.5 (cyan) with ι feedback control. 
Magenta, light purple and cyan areas are 
respectively indicating 30% increase of ne, 
H98(y, 2) and Zeff . (For interpretation of the 
references to colour in this figure legend, the 
reader is referred to the web version of this 
article.)   

Fig. 14. Disturbance rejection of simultaneous 
ι and βp control. Left-top panel: time traces of βp 

setpoints (green dashed) and evolutions (black), 
with magenta, light purple and cyan areas 
respectively indicating 30% increase of ne, 
H98(y, 2) and Zeff . Left-middle panel: time traces 
of actuated powers PICRH (blue solid) and PLHCD 

(red solid), power limits of ICRH (blue dashed) 
and LHCD (red dashed). Left-bottom panel: 
time traces of the relative error for ι(x) (cyan 
solid) on x and βp (magenta solid). Right panel: 
time traces of ι values (solid) and setpoints 
(dashed) at x = 0 (black), 0.1 (green), 0.2 (red), 
0.3 (blue), 0.4 (magenta), 0.5 (cyan) with ι 
feedback control. (For interpretation of the 
references to colour in this figure legend, the 
reader is referred to the web version of this 
article.)   
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Appendix A. Derivation of the decoupling coefficients 

As shown in Fig. A.1, to calculate the decoupling coefficients, the following conditions should be satisfied: 

u→FB⋅
u→βp⃦

⃦ u→βp

⃦
⃦
= ‖ u→βp‖, u→FB⋅

u→ι

‖ u→ι‖
= ‖ u→ι‖ (A.1) 

Combining Eqs. (A.1) and (15), we can derive: 

λβp‖ u→βp‖
2
+ λι u→ι⋅ u→βp = − u→ι⋅ u→βp

λι‖ u→ι‖
2
+ λβp u→βp ⋅ u→ι = − u→βp ⋅ u→ι

(A.2) 

Solving Eq. (A.2), we obtain the decoupling coefficients λβp and λι as follows: 

λβp =

(
u→ι ⋅ u→βp

‖ u→ι‖‖ u→βp‖

)2

−
u→ι ⋅ u→βp

‖ u→βp ‖
2

1 −

(
u→ι ⋅ u→βp

‖ u→ι‖‖ u→βp‖

)2 , λι =

(
u→βp ⋅ u→ι

‖ u→βp‖‖ u→ι‖

)2

−
u→βp ⋅ u→ι

‖ u→ι‖
2

1 −

(
u→βp ⋅ u→ι

‖ u→βp‖‖ u→ι‖

)2  
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