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Abstract

This thesis investigated the production and peroemf prosodic cues for focus and
phrasing contrasts from auditory and visual sp€eeh visible face and head
movements). This was done by examining the forncgpibility, and potential
functions of the visual correlates of spoken prgsasing auditory and motion
analysis and perception-based measures. The dirsopthe investigation (Chapters
2 to 3) consisted of a series of perception expanisiconducted to determine the
degree to which perceivers were sensitive to thealirealisation of prosody across
face areas. Here, participants were presentedamitiual cue (either from the upper
or lower half of the face) to match (based on pdg$evith another visual or

auditory cue. Performance was much better thancehewen when the task involved
matching cues produced by different talkers. Tiselts indicate that perceivers
were sensitive to visual prosodic cues, that camnalale variability in the form of
these could be tolerated, and that different coeseying information about the
same prosodic type could be matched. The secondfddie thesis (Chapters 4 to 8)
reported on the construction of a multi-talker gppeprosody corpus and the analysis
and perceptibility of this production data. Thepes consisted of auditory and
visual speech recording of six talkers producing@&0tences across three prosodic
conditions in two interactive settings (face-todamnd auditory-only), with face
movements captured using a 3D motion tracking aysted characterised using a
guided principal components analysis. The anaby@sisted of quantifying auditory
and visual characteristics of prosodic contragtausdely as well as the relationship
between these. Acoustically, the properties oftctir@rasts corresponded to those
typically described in the literature (however, sopnoperties varied systematically

as a function of the interactive setting), and wads® perceived as conveying the
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intended contrasts in subsequent perceptual tasfsried in Chapter 6). Overall,
the types of movements used to contrast narrow braad focused utterances, and
echoic questions from statements, involved theofig®th articulatory (e.g., jaw and
lip movement) and non-articulatory (e.g., eyebrawt agid head movement) cues.
Both the visual and the acoustic properties vaaiadss talkers and interactive
settings. The spatial and temporal relationshipzben auditory and visual signal
modalities was highly variable, differing substatiyi across utterances. The final
part of the thesis (Chapters 9 to 10) reporteddbalts of a series of perception
experiments using perceptual rating and cross-nmod#thing tasks on stimuli
resynthesised from the motion capture data. Thieselsshowed various
combinations of visual cues, and when presentéblation or combined with the
auditory signal, these were perceived as convayiegntended prosodic contrast.
However there was no auditory-visual (AV) benebserved (in the perceptual
rating) and the presentation of more cues did esult in better cross-modal
matching performance (suggesting there may bedtroits in perceivers’ ability to
process multiple cues). In sum, the thesis showaidperceivers were sensitive to
visual prosodic cues despite variability in product and were able to match
different types of cue. The construction of an Adsody corpus permitted the
characteristics of the auditory and visual prosadicelates (and their relationship)
to be quantified, and allowed for the synthesigistial cues that perceivers
subsequently used to successfully extract prosotbemation. In all, the
experiments reported in this thesis provide a gticase for the development of well-
controlled and measured manipulations of prosodiyvearrants further examination

of the visual cues to prosody.
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CHAPTER 1.
INTRODUCTION



Chapter 1. Introduction

The experiments reported in this thesis examingtbduction and perception of
auditory-visual speech prosody. Before outliningst experiments and detailing
how they are divided across the chapters of tr@she is useful to first consider the

basic phenomenon of “prosody”.
1.1.Prosody

When two people are conversing with each otherfata to face setting,
information is transmitted between the talkersing many different modes. Most
prominent is the spoken exchange of messages ethbgdaopositional symbols,
I.e., words and sentences (it is this mode thabkas the domain of structural
linguistic analysis). However, in addition to thgr#olic information that words
convey there is an extensive array of other infaimnaabout how meaning is to be
ultimately interpreted. For example, if a talkeshes to modify the communicative
message, they can change the segmental contern tissd, or can changewthis
segmental content is produced.

Prosody is the broad term used to describe thati@ms to speech signal
properties that are always present, supportingaaiagting the meaning of an
utterance through the addition of linguistic andaguistic information by
modulating and manipulating speech features suchuiadion, pitch contours and
loudness (Wagner & Watson, 2010; Wells, 2006). élilsh a talker’s selection of

words is important, the prosody of an utteranee, (how these words are actually

! Note that the athough “speaker” is the more tiatil term (and that one speaks a language), the
term “talker” has been adopted in this thesis asdids confusion with the electronic variety of
“speaker”.
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Chapter 1: Introduction
produced) greatly impacts on how the utterancetisgived. For example, listeners
experience difficulties with comprehension whernspréged computer-generated
synthetic speech that lacks the rhythm and pitctatrans apparent in natural human
speech (Allan, 1976).

Of its many functions, prosody can assist thenistavith the segmentation
of a continuous incoming speech signal into indraidneaningful units (Cutler,
Dahan, von Donselaar, 1997; Shriberg, Ferrer, Ik Venkataraman & Stolke,
2005). Prosody can also convey demographic infaomatbout the talker such as
age, gender, emotional and physiological statesl{&tg, 1993; Vaissiere, 2004), as
well as serving a linguistic function by conveyingpormation beyond that provided
by sentence syntax, grammar, and the symbolic nbofespeech sounds
(Nooteboom, 1997). In this regard, prosody is saiblesuprasegmentahbs it
extends beyond the boundaries of individual segateonstituents, affecting the
utterance at a sentential level. In this thesks Jitiguistic functions of prosody are
examined, with particular interest in two prosodintrast types: prosodic focus and
utterance phrasing. These contrasts were selestidebya are the most easily defined
cases of prosody (Crystal, 1991; Gussenhoven, ZB8Kirk, 1995) and are less
subject to individual interpretation by talkers disteners than affective (i.e.,
attitudinal or emotional) prosody (Aubergé & Catlia2003; Drahota, Costall &

Reddy, 2008; Linnankoski, Leinonen, Vihla, Laaks&&rlson, 2005).

1.2.Linguistic Prosodic Contrasts

1.2.1.Prosodic Focus
Prosodic focus describes the situation where amighdhl constituent within an

utterance is made perceptually more salient (nere prominent) than the remaining
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Chapter 1: Introduction
segmental content in the utterance. This can be tasemphasise the newness or
importance of the constituent, or when providingdigack to an interlocutor (e.g., in
error correction). The item that is emphasisecesnged to have “narrow focus”, as
the point of informational importance has been draawn to that particular
constituent (Bolinger, 1972; Ladd, 1980), makingt&nd out from the remaining
utterance content. In contrast, “broad focusedratices contain no explicit point of
informational focus, with all constituents equivale their informational status.

The acoustic properties associated with prosodia§dave been intensively
studied and are fairly well described in the litara. In summary, narrow focused
renditions (relative to the same word produced iwithbroad focused context) are
articulated with higher medf0 (Eady, Cooper, Klouda, Mueller & Lotts, 1986),
greater0 range (Ladd & Morton, 1997; Xu & Xu, 2005), highetensity levels
(Kochanskj Grabe, Coleman & RosnétQ05) and consists of syllables of
lengthened durations (Krahmer & Swerts, 2001). Biryi, vowels produced within
a narrowly focused context are produced with hidinsr formant £1) values
(Summers, 1987), with vowel categories in #ieF2 space moving a greater
distance away from the vowel space midpoint, makiegcategories more distinct

from each other (Hay, Sato, Coren, Moran & DieB0&).

1.2.2.Utterance Phrasing
Utterance phrasing refers to the manner in whisardence is produced, for
example, as a statement or as a question. By mimgitke segmental content of a
declarative statement, an “echoic question” captyased without the use of an

interrogative pronoun. That is, echoic questiong&o identical words in the same
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order as a statement, yet imply a level of uncetyahrough the manipulation of
suprasegmental acoustic features (Bolinger, 1989).

Acoustically, the different phrasing types typigallary in the following
ways: statements can be characterised as haviegdilg fallingFO contour ending
with a sharp and definite fall signalling finaligwells, 2006), whereas the converse
pattern is observed for echoic questions in whighaaually rising=0 contour is
observed throughout the time course of the uttesanith a sharp final rise
indicating that a response may be required frorm&mlocutor (Eady & Cooper,
1986). Statements also tend to have slightly shiéirtal syllable durations and
steeper final falls in intensity compared to theneaitterances phrased as questions.
In addition to affecting the utterance at a gldbaeél, echoic questions can also
possess a narrowed point of informational focws,(@ne particular constituent
within the utterance is questioned). In this cése questioned word also differs
from broad focused renditions of the same constitygroduced with a gradually

rising pitch contour over the duration of the cdnsint (Pell, 2001).

1.3.Visible Aspects of Speech Communication

Prosody has primarily been studied in terms of itaffects spoken word and
sentence recognition in the auditory modality (X011), however the auditory
speech signal is accompanied by a wealth of additieisible movements that can
compliment (and in some cases supplement) the haspacts of communication
(Goldin-Meadow, 1999). For example, talkers prodaicange of different gestures
when they speak (i.e., co-speech gestures) suttoasments of the arms, hands and
head that are believed to serve a communicativetibm (Bernardis & Gentilucci,

2006; Kendon, 1994; Krahmer & Swerts, 2007; Stre&6l3).
5
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Similarly, the visual information generated by firecess of speech

production (i.e., visual speech) has been showatetpan important role in speech
perception (Benoit & Le Goff, 1998). Although vissaeech alone is a relatively
poor source of information for speech intelligityil{Dodd, 1977), listeners can use
congruent visual information accompanying speedtegraded conditions (such as
noise) to enhance aspects of the auditory sigaaintiay be difficult to hear, but are
quite easy to see, such as place of articulatiom{fy & Pollack, 1954;
Summerfield, 1992; Walden, Proesk, Montgomery, 8chelones, 1977).
Furthermore, visual speech information is not auedito the lower half of a talker’s
face. Movements in areas distant to the oral apertuch as cheek and brow
movements, and nods and tilts of the head, althooghnked in a direct way to the
production of speech acoustics, have also been mignated to assist listeners in
language processing tasks (Davis & Kim, 2006; Miinanes, Callan, Kuratate &
Vatikiotis-Bateson, 2004; Thomas & Jordan, 2004isBuggests that visual
information in areas other than those directly Iaed in articulation may share a
relationship with the auditory signal at some higt@mmunicative level than the
disambiguation of speech sounds (Granstrom & HAQ2(3@7), potentially providing
linguistically relevant suprasegmental contentacacpivers. It is these types of visual

speech movements that are of interest for thisghes

1.4.Research Questions and Thesis Overview

This thesis investigated the production and peroepif the auditory and visual
correlates of linguistic spoken prosody. Althoughuanber of studies have identified
the visual correlates of prosodydetailed review of these studies will be provided

when they are linked to the relevant topics inghlesequent chapters), their
6
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outcomes have prompted many questions that remdia answered. For instance,
questions remain about the specific location, raargketemporal properties of these
prosody related movements (visual cues); about #eg® relationship that may
exist between the auditory and visual signals; abfmiconsistency of these cues
across talkers; about the perceptual relevancesoébprosodic cues, etc.
Furthermore, what has been lacking in previousietug a well-constrained and
systematic examination of the above questionsubes multiple participants with a
diverse stimulus set. The current investigationesirto provide some answers to (or
at least ways to go about answering) these questigncollecting, analysing, and
using (for perceptual studies) three-dimensiontd ddhead and face movements
that accompany speech (prosody) production of plaltalkers for many sentences.

The first series of perceptual experiments explovhether perceivers are
sensitive to visual cues to prosody that are abiglrom the head and face of
talkers, whether these visual cues are relatecelgeprers to auditory prosodic
information, and what type of visual movementsarmost benefit for conveying
prosodic contrasts to perceivers. To answer thesstipns, Chapter 2 reports two
experiments that employed within-modal (visual igual) and cross-modal
(auditory to visual) prosody matching tasks utiigsvisual stimuli showing the
upper head and face of the talkers. Furthermoesgtiideo stimuli were
manipulated so that only rigid movements of the eliead were visually available
in one condition. Performance in the within-modedk will reflect perceiver’'s
sensitivity to the visible differences between pitis contrasts (i.e., that they
perceptually salient), while the cross-modal matghask performance indicates

whether the prosodic content of the auditory arstiali tokens can be related to each
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other. These questions are further explored ifitbieexperiment of Chapter 3,
where the within-modal and cross-modal matchingsagere once again utilised but
with visual stimuli showing only the lower half tife talkers face. These results
were compared with those obtained in Chapter Zterthine whether a particular
area of the face (i.e., upper half or lower hafijrore effective for conveying
prosodic focus or phrasing contrasts.

The remaining three experiments of Chapter 3 emadhhow sensitive
perceivers are to variable realizations of prostghyrequiring perceivers to match
prosodic tokens across talkers and differing faeas(i.e., matching the lower half
of the face to the upper half, and vice versa, bothin and across talkers). This
task explored whether perceivers are able to tiesignal-level differences between
matching items (i.e., whether accurate prosody hmagccan be achieved despite any
individual variation in how the prosodic cues wesalised across talkers or face
areas).

After confirming that perceivers are sensitivelte visual correlates of
prosody, Chapter 4 outlines the recording of antandvisual speech prosody
corpus, containing three-dimensional motion captiata for 2160 sentences. These
recordings comprised of two repetitions of 30 munedsentences produced across
three prosodic conditions (i.e., broad focus, narmcus, echoic question) in two
interactive settings (face-to-face with the intedtor or auditory only
communication) by six native male talkers of staddaustralian English, elicited in
a dialogue exchange task which controlled the weoge (and location) of the
prosodically marked constituent. The data obtafnauh the corpus formed the basis

of the subsequent analyses and perceptual expgsmen
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In Chapter 5, the auditory properties of the reedrdorpus were quantified.
Although the auditory characteristics of both foansl phrasing contrasts have been
well described previously, examination of thesepprties for the current corpus
ascertained whether the produced tokens showeglual characteristics of these
prosodic contrasts. In addition, it was determiwd@ther the auditory properties of
prosodic contrasts changed as a function of whetheot the talker was able to see
their conversational partner, as well as explotivgdegree of consistency across
talkers in the realisation of prosodic contrasts.

The perceptual relevance of the auditory prosodéescand whether the
changes as a function of the interactive settirdydrgy impact on the perceptual
salience of the contrasts, was evaluated in Ch&pfEhis was done by using
subjective rating tasks of the degree of focusivedeon the prosodically marked
constituent, and the clarity of the statement-qaestontrast.

Chapter 7 examined the visual correlates of prpsothe recorded corpus.
As with the analysis of the auditory propertieg, Wsual analysis explored 1) what
are the visual correlates of prosodic contrastsio2s the production of these visual
cues differ as a function of whether or not thelf be seen by an interlocutor; and
3) do talkers utilise idiosyncratic movement featuto contrast the different
prosodic types?

Once the auditory and visual correlates of thesqda contrasts were
established, the spatial and temporal relationsatveen the signal modalities was
explored in Chapter 8 to determine the potentil ob visual prosody. Three
possible systematic relationships are considertgidas auditory and visual signals;

that both signals occur simultaneously (suggestmgutomatic coupling between
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modalities); that visual prosodic cues precedetidtory prosodic markers (with
visual cues acting as a signaling device to peecsithat important information is
about to occur in the auditory modality); or thae isual markers occur after the
auditory signal has been produced (in which cdmegéstures may be produced to
reinforce the auditory content).

In Chapter 9, the perceptual relevance of thealisarrelates to prosody was
investigated by presenting items to perceiversiinjective ratings in auditory only,
visual only and auditory-visual conditions. By cammipg the rating data between
auditory only and auditory-visual presentation niihiég, the perceptual benefits of
visual prosodic cues can be explored.

An alternate perceptual task was used in the &rperimental series
presented in Chapter 10. Point-light representatairntalkers’ visual speech
movements were presented to perceivers in a croslslrmatching task (as used in
the initial experimental series) to investigate evhvisual motion cues (i.e., non-
rigid, articulatory, or rigid head movements ontyay be responsible for conveying
prosodic content to perceivers, and to evaluatelvenehe different auditory and
visual strategies used to prosodically mark comesiits across talkers are as equally
effective.

Finally, Chapter 11 draws together the findingshef experiments and

highlights the limitations and suggests future cins.
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Chapter 2. Prosody off the top of the head: Prosodic

contrasts can be discriminated from head motioh

The current chapter examined people’s sensitigifgrosodic contrasts (focus: broad
vs. narrow, and phrasing: statements vs. echoistiqus) likely signalled by visual
speech. Here, the visual speech information wasatesl to the upper half of the
talker's head and face. The motivation for conaiig on signals from the upper
face and head motion was to determine whether Mssgiaals not directly related to
speech articulation could support prosody-relatedients. The proposition that
visual prosodic cues can be obtained from perid@gilons has received tentative
support in the finding that people presented witteeded monologues spent a
considerable amount of time (65%) looking at thesegnd upper half of the talker’s
face (Vatikiotis-Bateson, Eigsti, Yano & MunhalR98; see also Buchan, Paré &
Munhall, 2008). Furthermore, even when noise waleddo the auditory signal,
perceivers still looked at the upper face approxatyahalf the time even though it
might be expected that a person’s gaze would shifte mouth and jaw regions (as
these would provide more beneficial cues for deit@irng segmental content,
Summerfield, 1979, 1992). The maintenance of gazards the upper face suggests
that other speech-related information, such asopiygds obtained from these
regions.

More direct evidence for the role of the upper facproviding prosodic cues

comes from the study by Lansing and McConkie (19%Bgse authors ascertained

% The contents of this chapter appear in publisbeth fas: Cvejic, E., Kim, J., & Davis, C. (2010).
Prosody off the top of the head: Prosodic contreatsbe discriminated from head moti@peech
Communication, 52555-564. doi:10.1016/j.specom.2010.02.006.
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where people looked when explicitly trying to deximh lexical content, prosodic
focus, or utterance phrasing. To do this, partitijsagaze direction was tracked
when viewing visual only presentations of two-wsetences (e.g., “We won”,
“Ron ran”) while identifying what was said, whiclovd was narrow focused, or
whether the sentence was a statement or quedtiwasifound that the pattern of
how long people looked at the upper, middle anceloparts of the face changed
depending on the type of judgment being made. kkdggments of prosodic focus
and utterance phrasing, people looked longer amiddle and upper areas of the
face, whereas they looked longer at the lower feoen deciding upon what was
said. However, eye-gaze patterns do not necesgaalyde a complete picture of all
the visual information that can be processed,sweh behavioural observations do
not index information processed in peripheral visimdeed, it appears that motion
information can be accurately processed in thegpery (Lappin, Tadin, Nyquist &
Corn, 2009; McKee & Nakayama, 1984), thus movemasssciated with speech
production (such as jaw, lip and mouth motion) dbmeed to be visually fixated in
order to be accurately processed (Kim & Davis, 20ré, Richler, ten Hove, &
Munhall, 2003). To be certain as to what signalsawe fact available to perceivers,
Lansing and McConkie (1999) restricted face mosigmals to particular facial
regions (either full face or only lower face mofiowhen presented with full face or
lower face motion, the identification of word comt@nd sentence focus exceeded
95% correct, indicating that motion informatiortive lower half of the face was
sufficient to perform such tasks. However, whemtidging utterance phrasing,
performance markedly declined when upper face matias unavailable in

comparison to full facial motion. This latter ressiiggests that visual information

13



Chapter 2: Prosody off the Top of the Head
from the upper face may be important for the adeyparception of phrasing, and
raises the question of what face or head signaigegothis information.

Since many auditory and visual speech propertiggnate from the same
temporal process (i.e., speech production), itaarovhy visual speech linked to the
motion of the articulators is closely related towstics. That is, typically,
articulatory movements (i.e., lip and mouth opepimgclosely related movements
(e.g., chin and cheek motion) are strongly coreglatith aspects of the produced
acoustics such as intensity variation over time déin@ used to signal prosody (Yehia,
Rubin & Vatikiotis-Bateson, 1998). Indeed, in ordeproduce a speech sound over
an extended duration (a common acoustic propenmyaabwly focused syllables),
the speaker must maintain the configuration ofattieulators for this time (de Jong,
1995). Similarly, increases in amplitude are likelype accompanied by more
dynamic jaw movements that end in a lower jaw pasiEdwards, Beckman &
Fletcher, 1991; Summers, 1987). However, it is tdsar why the visible regions of
the facebeyondthe mouth and jaw need be linked to speech aosudtiis intriguing
therefore that correlations have been found betwldérent types of head and face
motion and the change in acoustics as a sententieisd. The auditory property
most studied i&0 with changes in this measure related to movemdriteo
eyebrows (Cavé, Guaitella, Bertrand, Santi, Hag¢i&yspesser, 1996; Granstrom &
House, 2005; Guaitella, Santi, Lagrue & Cavé, 2@0@) rigid head motion
(Burnham, Reynolds, Vignali, Bollwerk & Jones, 200shi, Haas, Wilbers, Ishiguro
& Hagita, 2007; Munhall et al., 2004; Yehia, Kuraté&t Vatikiotis-Bateson, 2002).

In general, it has been found that a significarsifpe correlation exists betwe&i®

and face and head motion. For example, Cavé €396) observed the non-rigid
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eyebrow movements of ten talkers across variousezsational settings, and found
that risingFO patterned with eyebrow movements. However, theseements did
not occur for every change 0, suggesting that the coupling was functionaheat
than an automatic uncontrolled consequence ofudation. Similarly, a functional
relationship was suggested between variatidrOiand rigid head motion in Yehia et
al. (2002). These results indicate that prosody beagignalled both by non-rigid
eyebrow movements and rigid head motion.

More recent studies have attempted to identifynidieire of the visual speech
signals that co-occur with prosodic focus, anddangine whether visual prosody
can be identified in perception experiments. Tmeyude naturalistic production
studies that have examined the motion informatimapced in conjunction with the
auditory signal (with particular focus on eithealoor peri-oral areas), and
manipulation studies that have examined how chaimgagsditory signals affect the
way prosody is perceived. The review of these stdiill concentrate on results
pertinent to peri-oral signals related to prosody.

Building on the work of Dohen and Loevenbruck (20&Y} showed the
production of the focal syllables involved signéitly larger lip areas, Dohen,
Loevenbruck and Hill (2006) investigated whether eroents beyond the oral area
(eyebrow and head movements) might also be assedanth the production of
prosodic focus. This study used motion capture éasure lower face movements
(lip opening, lip spreading and jaw motion) as vesllhead and eyebrow movements
in five French talkers. A relationship was foundvileen eyebrow motion (rising)
and the production of prosodic focus for threeafuhe five talkers, and a

relationship between head nods and focus produftioone talker. Scarborough,
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Keating, Mattys, Cho and Alwan (2009), who alsodus®tion capture, examined
the visual correlates of lexical (using reiterayltable-based versions of words) and
phrasal stress in three male talkers of Southelifo@aan English. For lexical
stress, it was found that there was greater hedmior the stressed syllables, but
no differences in eyebrow movement. For phrasaksirevery measure (including
eyebrow measures) distinguished stressed fromassetd words.

Dohen and Lcevenbruck (2005) and Scarborough €G09) conducted
additional perception studies to determine if obses were sensitive to visual
prosody. Dohen and Lcevenbruck showed that whercipants were presented with
soundless videos of talkers uttering a sentendehtithnarrow focus on the subject,
verb or object phrase (or broad focus), they csulttessfully identify the focused
constituent at better than chance levels. Scarlgbretal. also showed that when
participants were presented with three stimuligoide which received stress (with
an additional “no stress” option), lexical and #alastress in visual only
presentation could both be perceived at better thance levels. Likewise, a similar
study by Srinivasan and Massaro (2003) showedpddicipants could identify
whether a sentence presented in a silent videawtatement or an echoic question,
indicating that visual speech alone is capableoaizeying information relating to
utterance phrasing. It should be noted that alhefabove perceptual studies
presented the talker's whole head, so it is nosiptesto separate the effect of visual
cues directly related to speech production (mouathjaw) from those signalled by
such things as eyebrows and head motion.

In a study similar in concept to that of Lansingl &ncConkie (1999), Swerts

and Krahmer (2008) used monotonic renditions oadbdrmcused auditory statements

16



Chapter 2: Prosody off the Top of the Head
paired with narrow focused visual speech tokensamhdd perceivers to identify
which word within the utterance received prosodicus. In the critical conditions
for current concerns, Swerts and Krahmer presegraditipants with either full face
videos, videos that restricted visibility to thepep face, or to only the lower face. It
was found that performance varied across viewinglitimn: performance on the
videos showing only the upper face was equal tduthéace condition (77.3%
correct) and significantly better than the lowerefgresentation condition (51.4%
correct, which was itself better than chance pearéorce of 25%). Swerts and
Krahmer interpreted their findings as showing thatupper face has more cue value
for phrasal prominence (i.e., narrow focus).

In sum, it has been demonstrated that informatiom fthe upper face can
convey visual cues for prosodic focus and phragditogvever, what remains to be
determined is the type of information from thisafe.g., rigid or non-rigid
movement) that provides these cues. Given thab8oaugh et al. (2009) showed
that lexical stress was associated with greatest heation but not with movements
of the eyebrows, it would seem that rigid motiomghtibe the principle cue. Thus,
the experiments presented in this chapter invdstighether rigid head motion
when separated from other face cues (e.g., eyebwaton, brow shape and textural

information) is capable of providing prosodic infaation.

2.1.Experiment 1: Visual-Visual (VV) Prosody Matching

Experiment 1 gauged perceivers’ sensitivity to pdysrelated visual cues from the
talkers’ upper face by using a visual-visual disgnation task (adopting the
procedure used in Davis & Kim, 2006). The aim af gxperiment was to determine

whether visual signals related to prosody can lee s drive reliable perceptual
17
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discrimination. That is, if talkers consistentlypgduce visual prosodic cues in upper
face regions, then participants should be capdtdésoriminating between pairs of
stimuli that differ only in prosody. Video stimwdre presented in two conditions:
fully textured, providing a combination of rigid @mon-rigid movements, and
outline-only, providing predominantly rigid motion$ the head. A comparison of
the results across these two stimuli presentatoiditions will indicate the
contribution of particular types of visual cuegdiscrimination performance (e.g., a
drop in performance when only rigid informatioraigilable would suggest that

non-rigid cues carry more perceptually relevanbrimfation).

2.1.1.Method

2.1.1.1.Materials
The materials consisted of 10 non-expressive seesetrawn from the IEEE (1969)
Harvard Sentence list that describe fairly mundarents of minimal emotive
content (Table 2.1). Audio-visual recordings werade of two age-matched, native
male talkers of standard Australian Englisnge = 23 years) in a well-lit, sound
attenuated room against a neutral coloured backgrasing a Sony TRV19E digital
video camera (25 fps). Audio was synchronously neeo at 44.1 kHz, 16-bit mono

with an externally connected Senheiser e840 lapamphone.
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Table 2.1. Sentence material used for the audigavigcordings of Experiment 1. The

prosodically marked word is italicised.

Sentence Segmental Content

[EEN

It is a band o$teelthree inches wide

The pipe ran almost thengthof the ditch.

It was hidden from sight byraassof leaves and shrubs.
The weight of th@ackagewas seen on the high scale.
Wake and rise, argtepinto the green outdoors.

The green light in thierown box flickered.

The brassubecircled the high wall.

The lobes of her ears weasercedto hold rings.

© 0 N O O A W N

Hold thehammemear the end to drive the nail.

=Y
o

NextSundayis the twelfth of the month.

Each sentence was recorded &saad focusedtatement, aarrow focused
statement and as achoic questionA dialogue exchange task was used to elicit
these conditions in which the talker interactechvait interlocutor by either
repeating what the interlocutor said (broad focustatement), making a correction
to an error made by the interlocutor (narrow focustatement, Example 1), or
questioning an emphasised item that was produceldebyterlocutor (echoic
question, Example 2). An example of this dialoguprovided below:

Example 1.

(a) The pipe ran almost the [width} of the ditch.

(b) The pipe ran almost thé&ehgth]correctionOf the ditch.

Example 2.

(a) The pipe ran almost théehgth]emphasisef the ditch.

(b) The pipe ran almost théehgtH guestionedof the ditch?

19
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The critical item within each utterance (i.e., thard erroneously produced
or emphasised by the interlocutor that in turn isesgnarrow focus or question
intonation when produced by the talker) was a agni®rd, began with a
consonant, and was not located in phrase-initiphoase-final position, with the
position within the utterance varying across thregentences. The same critical item
was maintained across prosodic speech conditichsadhkers. Two repetitions of
each utterance were recorded several minutes dpastrecording procedure
resulted in 120 auditory and 120 visual speechrsker use as stimuli.

The visual tokens were then processed using cudesigned scripts in
VirtualDub (Lee, 2008) to generate two versionsistial stimuli. The videos were
cropped at the tip of the talkers’ nose, generagtimguli showing only the upper half
of the talkers face (i.e., ‘textured’). A thresholgl filter that converts image
sequences into black and white based on colouesalas then applied to copies of
the upper face videos. This process removed mdkeafon-rigid movements of the
talker’s face (eyebrow and skin deformations), legwnly a basic outline of the
face, hair and eyes (referred to as ‘outline ostyhuli). An example of these stimuli

is displayed in Figure 2.1.
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Figure 2.1. Originally recorded tokens (left) werepped at the nose tip, generating
textured upper face stimuli (right upper panelthfesholding filter was then applied to
copies of these stimuli to create the outline aidieos (right lower panel).

2.1.1.2.Preliminary Acoustic Analysis
To ascertain that the recorded auditory stimulvgtmbthe expected differences
across the varying prosodic speech conditionsatoestic properties (i.e., duration,
meanF0, mean intensity;-0 range and intensity range) of the critical cdostit
within each utterance was extracted using custosigded scripts in Praat
(Boersma, 2001). These values were then normatitsagroportion value of the
average broad focused rendition (per sentenceadkel tcollapsed across
repetitions, as in Dohen et al., 2009). These ptapovalues for each acoustic
feature were then subjected to a 2 x 3 repeateduresmanalysis of variance
(ANOVA), with talker (Talker 1; Talker 2) and pradic speech condition (broad
focus; narrow focus; echoic question) treated d@Bimdtems independent factors.

With a set to 0.05, the main effect of prosodic speectuition was

significant for durationF(2,18) = 135.66p < 0.001;,” = 0.938, meafr0, F(2,18)

=36.85p< 0.001,;7,32 = 0.804, mean intensit{#(2,18) = 5.97p = 0.010,;7|02 =
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0.399,F0 rangeF(2,18) = 6.42p = 0.008,;7p2 = 0.416, and intensity range(2,18)
=14.43p< 0.001,77|02 = 0.616. Sidak post-hoc comparisons indicatedttiet
critical items recorded in the narrow focused ctadidiffered from broad focused
renditions with longer duration®/pix = 0.96, Sidak 95% CI: 0.80 — 1.12], higher
meanFO [Mpi = 0.05, Sidak 95% CI: 0.03 — 0.08] and greatesrisity rangeNlpix
= 0.52, Sidak 95% CI: 0.26 — 0.78]. Echoic questialso differed relative to broad
focused statement renditions on the critical ctunestit in terms of duratioMpix =
0.49, Sidak 95% CI: 0.29 — 0.69], with questionedtent being lengthened, higher
meanFO0 [Mpi = 0.08, Sidak 95% CI: 0.05 — 0.10], and largérrange Mpix =
2.47, Sidak 95% CI: 0.44 — 5.00]. The results efdboustic analyses confirm that
the auditory content produced by the talkers diffielnetween the prosodic

conditions on the critical constituent as expe¢see Figure 2.2).
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Figure 2.2. Acoustic properties of the critical sttuent expressed as a proportion of the
mean broad focus rendition, collapsed across uitesaand repetitions, for Talker 1 (upper
panel) and Talker 2 (lower panel). Error bars iathdhe standard error of the mean.

2.1.1.3.Participants
Twenty undergraduate psychology studeMsqt = 20.3 years) from the University
of Western Sydney (UWS) participated in the expental tasks for course credit.

All were fluent talkers of English, and self-repatnormal or corrected-to-normal
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vision, normal hearing, with no known communicatiledicits. Participants were
randomly allocated to a visual stimuli conditiore(j textured upper face or outline
only). All participants were treated in accordamath the ethical protocols outlined

by the UWS Human Research Ethics Committee.

2.1.1.4.Procedure
Participants were tested individually in a soungfatated booth. The experiment
was run in DMDX (Forster & Forster, 2003), with gm stimuli displayed on a 17”
LCD display monitor in a two-interval alternateded choice (2AFC) matching task
(see Figure 2.3), in which each interval includezhm of stimuli to be compared,
with the participant’s task to select the pair el as the same prosodic type. The
2AFC procedure was chosen (opposed to an AXB, ABXirmgle interval
identification task) as it provides participantdlwa constant reference that is always
one item back from the to-be judged token, keefliegcircumstances of comparison
consistent across items.

Participants were informed of the three prosoditditions used (in
straightforward language to ensure that the distins were clear), and that the
sentences they would be judging differed only iospdy, not segmental content. To
rule out instance-specific matching strategiesntlaéching items within pairs were
always taken from a different recorded token. fdins within pairs were produced
by the same talker. Participants indicated thapoase as to which pair was
produced with the same prosody via a selectiveohuitess. No feedback was given
as to the correctness of their response. Videdaisgem randomisation and

collection of response data was controlled by tmewdus presentation software.
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A total of 40 matching responses were involveadsEitwo prosodic speech
conditions (i.e., narrow focus and echoic ques)iongh the broad focused
renditions always acting as the non-matching itathiavpairs. Participants were
first presented with “PAIR 1” displayed on the smrdor 1000 ms, followed by the
first pair of silent videos. “PAIR 2” was then diaped on the screen for 1000ms,
before the second silent video pair was preseiiteid.was followed by a prompt to
respond, with a response required within 10 secBatlure to respond within this
time limit was counted as an incorrect response.firkt silent video within each
pair was identical and the standard with whichdtieer stimulus item within pairs
were to be judged against. The order of corregtamse pair was counter-balanced,
so the correct option appeared equally in the &inst second interval. Videos were
presented for the entire experiment in one of tves@ntation conditions; as textured
videos (providing both rigid and non-rigid cueg)dautline only (showing only

rigid motion cues).

25



Chapter 2: Prosody off the Top of the Head

RESPOND

Video Only
Narrow Focus
(Token 2)

" Video Only
Narrow Focus
(Token 1)

Time

Video Only
Broad Focus

Video Only
Narrow Focus
(Token 1)

PAIR 1

Figure 2.3. Schematic representation of the 2AK tesed in the visual-visual matching
task of Experiment 1. The same item appearedffirdioth pairs, and was the standard that

the matching judgment was to be made on.

2.1.2.Results and Discussion
The mean percent of correct responses for the Viémreg task of Experiment 1 are
displayed in Table 2.2. Performance was substanbatter than that expected by
chance alone (i.e., 50%) for both stimulus presemtaonditions, as confirmed by a

series of significant one-sampkests.
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Table 2.2. Mean percent of correct responses iWthenatching task as a function of the
stimulus presentation condition for each prosopiesh condition. Degrees of freedautf) (

are indicated in brackets and ** indicafes 0.001.

Stimulus Prosodic Standard
) Mean Correct t-test vs.
Presentation Speech Error of
N N (%) chance (50%)
Condition Condition Mean
Textured Narrow Focus 82.7 2.97 11.03**
(df=10) Echoic Question 87.7 3.26 11.58**
Outline Only Narrow Focus 93.3 2.04 21.23**
(df=28) Echoic Question 91.7 2.50 16.67**

Further analyses were conducted comparing thetsestiioss presentation
conditions. A 2 x 2 mixed repeated measures ANOM#e(preted with am of
0.05) was used to determine if task performancec@me correct responses) varied as
a function of the presentation condition (uppeefas. outline only), with prosodic
condition (narrow focus; echoic question) as a iigubjects factor, and
presentation condition as a between-subjects fa&teignificant main effect of
stimulus presentation condition was fouR¢l,18) = 7.05p = 0.016,77|02 =0.282,
with superior performance observed for the outtingy stimuli (92.5% correct) in
comparison to textured upper face stimuli (85.2%beati). The main effect of
prosodic conditioni(1,18) = 0.32p = 0.579, and the prosody by presentation
condition interactionf-(1,18) = 1.28p = 0.273, failed to reach significance.

Post-hoc comparisons (interpreted with a Bonferealpsted of 0.025 for
multiple comparisons) showed that the presentatomition main effect was driven
primarily by the significant difference observedvieeen textured upper face and

outline only displays for narrow focused iterfi¢1,18) = 7.90p = 0.012,° =
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0.305, since the difference across presentatioditons for echoic questions was
not significantf(1,18) = 0.85p = 0.368.

The results showed that people could use visuplalis from the talker’s
upper face to distinguish narrow focus and echo&stjon utterances from broad
focused renditions. As different recorded tokensewesed within stimulus pairs, it
is expected that there would have been some miongement and temporal
variations across the recordings of the same segim@ntent. As such, participants
could not simply base their matching judgmentsdemiifyingany difference
between serially presented videos, but rather rnetdiglentify particular patterns of
motion that were consistent across the video pairs.

The result that performance was maintained whenrigichinformation was
removed from the visual signal (i.e., in the owlonly stimulus presentation
condition) suggests that rigid head movements asigosition provide sufficient
cues to perform the task. Performance was indeterler the outline only than the
textured video condition in the VV task. One poiargxplanation for this
occurrence may be that subtle differences betwesprosodic contrasts were made
more apparent in the outline videos, removing picay redundant visual
information thus making it easier to select theecirpair.

However, it should be noted that successful perdoee in the within-modal
(VV) task indicates only that there are differenbesveen the visual cues used by
talkers to contrast prosodic types (i.e., broadhastow focus; statements vs.
guestions) and that they are perceptually saliedbes not necessarily indicate that
perceivers base their performance on having resedmrosody (although the

matching task instructions were phrased in ternseticting the pair that has the
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same prosody). Thus, the following experiment wseduditory-visual
discrimination task to test whether people canegt®osodic contrasts to specific

upper head and face movements.

2.2.Experiment 2: Auditory-Visual (AV) Prosody Matching

Experiment 2 followed the same basic design of Bxpent 1 (i.e., using a 2AFC
discrimination task), except that this experimesgsiauditory-visual stimulus pairs,
requiring the perceiver to select the pair in whioh auditory and visual stimuli

matched.

2.2.1.Method

2.2.1.1 Participants
The same participants that completed Experimeabh part in Experiment 2. The
order in which participants completed the experitaktasks was counter-balanced
(i.e., some took part in the auditory-visual tasgtfbefore completing the visual-
visual matching task, and vice versa). There wa®ak of several minutes between
sessions in order to minimise potential order, exp®, or fatigue effects. Stimuli
were presented to participants in the same visualition as in Experiment 1 (i.e.,

textured or outline only).

2.2.1.2.Materials and Procedure
The stimuli used for Experiment 2 were the samihase outlined for Experiment 1.
Participants were presented with two pairs of sliineach consisting of an auditory-
only stimulus followed by a silent video showing tlpper head of the talker

uttering the same sentence as in the auditorystimyulus. The participants’ task
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was to select the auditory and visual pair in whith prosody of the utterance
matched (Figure 2.4), with the set of instructi@ssied as for Experiment 1. The
matching auditory and visual items were alwaysnakem a different recorded
token to rule out instance-specific matching sg@® (e.g., absolute duration). The
mismatching items within pairs were the same segmheontent produced as one of
the alternate prosodic types (i.e., the non-matchems for half of the narrow focus
trials were broad focused renditions and echoiste renditions for the remaining
half). The initial auditory token that appearedhe start of each pair was the same
and the standard against which the silent videas teebe matched, with each of the
120 recorded auditory tokens appearing as thettarge.

Stimuli were randomly presented in four blocks 0fittms, with each block
containing one of each sentence in all three priosmkech conditions produced by
an individual talker. Within-block randomisation sveontrolled by the stimulus
presentation software. Auditory stimuli were preaedrbinaurally via Senheiser
HDG650 stereo headphones. Participants completéutasks with either textured
upper face or outline only stimuli. All other praeal details are the same as

outlined for Experiment 1.
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RESPOND

Video Only
Broad Focus

Audio Only
Narrow Focus
(Token 1)

Time

Video Only
Narrow Focus
(Token 2)

Audio Only
Narrow Focus
(Token 1)

PAIR 1

Figure 2.4. Schematic representation of the 2ABK tsed in the auditory-visual matching
task used in Experiment 2. The matching pair wasgs taken from a different recorded
token, and the distracter stimuli were always &raate prosodic type. Stimuli within both

audio-video pairs were always produced by the daiker.

2.2.2.Results and Discussion
The mean percent of correct responses for bothrekiand outline presentation
conditions are shown in Table 2.3. Performancesuséstantially better than what
would be expected by chance alone. This was coaflrmith a series of one-sample

t-tests, the values of which are also reported inld'a.3.
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Table 2.3. Mean percent of correct matching resppirsthe 2AFC auditory-visual
matching, as a function of stimulus presentatiamdd@tmon and prosodic speech condition.

Degrees of freedom are indicated in brackets anddfcates < 0.001.

Stimulus . Standard
. Prosodic Speech Mean t-test vs.
Presentation N Error of
N Condition Correct (%) chance (50%)
Condition Mean
Textured Broad Focus 88.9 2.14 18.15**
(df=10) Narrow Focus 94.8 1.61 27.79**
Echoic Question 88.9 2.39 16.25**
Outline Only ~ Broad Focus 82.5 2.89 11.26**
(df =8) Narrow Focus 92.2 2.37 17.81*
Echoic Question 91.9 1.58 26.56**

A 2 x 3 mixed repeated measures ANOVA (withodevel of 0.05) was
conducted to determine whether performance in tiematching task differed
across stimulus presentation conditions, with pdasspeech condition (broad
focus; narrow focus; echoic question) as the withubjects factor, and presentation
condition as the between-subjects factor. The refi@ct of prosodic condition was
significant,F(2,36) = 7.93p = 0.001,,” = 0.306, however the presentation
condition main effect-(1,18) = 0.85p = 0.369, and the prosody by presentation
condition interactionk-(2,36) = 2.85p = 0.071, did not reach significance. Post-hoc
comparisons (interpreted with a Bonferroni adjusted 0.025 for multiple
comparisons) revealed no significant differencesafoy of the prosodic speech
conditions between textured and outline presemtatamditions (broad focus,
F(1,18) = 3.27p = 0.087; narrow focu$;(1,18) = 0.83p = 0.374; echoic questions,

F(1,18) = 0.99p = 0.332).
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The results obtained in Experiment 2 (using augitesual stimuli) were
highly similar to those obtained for Experimenusifg visual-visual item pairs).
The similarity of the findings across the two expents suggests that people were
aware of and used visual prosody in both matchasgs. Furthermore, in both
experiments it was found that perceivers couldgrerfjust as well using the outline
videos as the full textured ones. Given that inimetvideos visual cues such as
eyebrow motion and skin deformations are elimimgtlmut the rigid head motion
cue remains unaffected, it would appear that mgation provides sufficient cues to

reliably match prosodic contrasts.

2.3.General Discussion

The experiments presented in the current chaptanied perceivers’ ability to use
restricted visual displays showing only the talkarpper face to match prosody
within and across modalities. Cues from the uppee fwere used not because they
are likely to provide stronger or more salient ctes the lower face (indeed,
previous studies have reported that visual cues the lips, mouth and jaw are
capable of signalling prosody, see Dohen et abD92&rickson, Fujimura & Pardo,
1998; Swerts & Krahmer, 2008), but because theyarso directly tied to
articulation, and as such may represent a reinfobedaviour that achieves better
communication. The current experiments investigatedther people could use the
visual cues from the talker’s upper head and faaidcriminate sentences that
differed only in prosody, and whether such cueddcba matched to the prosody of
auditory stimuli. Additionally, the amount of viduaformation available was

manipulated by using textured videos that providedmbination of rigid and non-
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rigid movement cues, and videos showing only alireubf the head and iris
position.

The results of the VV matching task indicated fhexple are able to
discriminate echoic question and narrow focusetesers from broad focused
renditions even though all had the same segmeotééiot. This was the case for
both fully textured (containing a combination ajid and non-rigid head motion)
and outline only (rigid motion only) presentatiomgjicating that rigid head motion
provides reliable cues about the prosodic contrasgarsimonious explanation of
the overall pattern of results is that perceiver asly the rigid motion cue (this
would account for the similar performance level®as stimuli presentation
conditions). However, the ability of participantsgerform both VV and AV
matching tasks despite the removal of non-rigidrimfation does not necessarily
mean thabnly rigid motion was used to make matching judgemdnisrather that
perceivers may be flexible in the cues that theytadiscriminate between contrast
types. That is, when a combination of rigid and-nigid cues are presented, either
of these cues can be exploited; however, when ngition is the only cue available
it provides sufficient contrastive detail to stllow for accurate prosodic
discrimination.

Indeed, the results of previous studies suggesntiteonly are eyebrows
movements associated with phrasal stress but dugti@ use this cue in prosody
perception. For example, Scarborough et al. (208®rted that their talkers raised
an eyebrow on almost all focused words, and thabyv displacement accounted
for significant variance in subsequent perceptasks. Furthermore, in an

experiment that required Dutch participants to pominonsense three-word
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sentences using reiterant speech with focus omong, Krahmer and Swerts (2004)
found that more talkers (nine out of twenty) raiieeir eyebrows to indicate narrow
focus (compared to only four who used head moveshe@f course, it may be that
the perceivers in the current study were lessnedito use such eyebrow movement
cues because such a cue might have had a difigreatiie for the type of stimuli
they were judging (i.e., narrow focussed senteaoesechoic questions). That is,
Flecha-Garcia (2006, 2010) found that the frequerigroduced eyebrow raises did
not distinguish questions from other types of aitees. If this were true for the
current stimuli, then using eyebrow motion would be a useful cue for half of the
stimulus trials (i.e., the echoic question rendisp

The results of the auditory-visual matching tastvedd that people could
reliably match auditory prosody to the correspogdiisual signal, despite the visual
tokens available differing only in prosody, not segntal content (c.f., Davis & Kim,
2006). This indicates that participants knew hoecsjr prosodic contrasts played
out in both the auditory and visual signals. Funiin@re, when non-rigid motion such
as eyebrow movements were removed from the visgiadls task performance was
maintained. Once again, this suggests that the higad motion (nods and tilts)
produced by a talker were sufficient to convey infation about the prosodic nature
of an utterance.

It is important to consider the scope of the stadgt what the results are
capable of saying about visual prosody. The aithefstudy was to determine
whether the visual cues for prosody could be rgfiaktracted from the talker’s
upper head and face. For this purpose, the tadlsofiminating paired utterances

that differed only on visual cues related to prgosfiEkperiment 1) and task of
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selecting auditory-visual pairs that matched orspdy (Experiment 2) were used
when the visual stimuli only presented a talkepper face. In this regard, human
perceivers were employed as sensitive measurersgited, with their performance
reflecting that the visual cues for prosody werailable from the talker’'s upper
head, and that these signals manifested consistmilgh over utterance
repetitions to drive high levels of correct perfamse. Having said this, it should be
clear that this type of inquiry does not reveal thiee people actuallysethese cues
when not specifically directed to do so.

Furthermore, it is likely that performance on thatohing tasks represents a
generous estimate of the information that is atlasince the sequential display of
minimal prosodic pairs may highlight key differes@nd possibly shape correct
responding. Indeed, performance on the matchirkg taas very good; in fact,
scores were higher than other perception studiedioh participants were required
to identify which stimulus had been prosodicallyrkeal. For instance, overall
correct performance on deciding which of three slira words (names) received
focus (with an additional “no focus” option) repedtby Scarborough et al. (2009)
was 54% (with chance being 25%); in Bernstein, Biett and Demorest (1989)
correct performance was 76% (with chance equaB%)3and stimuli produced by
one talker in Dohen, Lcevenbruck, Cathiard and Saawa004) was identified with

71% accuracy (with chance at 25%).
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Chapter 3. Recognising prosody across modalities, face
areas and talkers: Examining perceivers’ sensitivit to

variable realisations of visual prosody

In Chapter 2, it was demonstrated that perceivere wapable of matching prosodic
contrasts within and across modalities when preskewtth restricted visual displays
that showed only the upper face of the talker. Bhidity was maintained even when
non-rigid movements of the face were removed froensignal. It was proposed that
participants’ ability to perform this task stemnfeain there being multiple cues to
prosody contained within the visual speech sigmad, when one of these cues is no
longer available, those that remain allow the ulytley prosodic category to be
determined (i.e., perceivers are flexible in thescthat they can use to ascertain
prosodic information from). In the current chaptérs hypothesis is further explored
by examining perceivers’ sensitivity to variablaligations of visual prosody.
Production studies examining visual cues to prosodigate that the manner
in which these are realised is quite variable actakkers. For example, Dohen,
Loevenbruck and Hill (2009) examined five nativerfetetalkers’ utterances that had
narrow focus (on the subject, verb or object oflihse sentences) compared to

broad focus and found that in general, narrow fedwsyllables attracted

% The contents of this chapter appear in the follmpeer-reviewed published works:

Cvejic, E., Kim, J., & Davis, C. (in press). Recajmg prosody across modalities, face areas and
speakers: Examining perceivers’ sensitivity to &blie realizations of visual prosody.
Cognition doi:10.1016/j.cognition.2011.11.013.

Cvejic, E., Kim, J., & Davis, C. (2010a). It's #le same to me: Prosodic discrimination across
speakers and face areRsoceedings of B International Conference on Speech Prosody
2010, 100893pp. 1-4.

Cvejic, E., Kim, J., & Davis, C. (2010b). Abstraugivisual prosody across speakers and face areas.
Proceedings of the™international Conference on Auditory Visual SpeBabcessing
(AVSP2010)pp.38-43.
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hyperarticulation (larger mouth/jaw opening gestiiréelowever, it appeared that
talkers used different strategies to signal fouout) one talker consistently showing
larger mouth area and significantly longer gestlietion for focused versus non-
focused syllables, whereas another showed conbigerariation in whether a
focused syllable was marked by duration and/or ecé mouth opening. Similarly,
while all talkers hyperarticulated the prosodicatigrked constituent, some talkers
did so to a lesser degree yet complimented thisypparticulating post-focal
utterance content.

This variability also extends to prosodic cues ogog outside of the oral
region that are not closely linked to speech aditon. Dohen et al. (2006) found
that although all five of their recorded talkersved their head to some degree, only
one talker showed a significant correlation betwegid head tilts and the
production of focus, a link that appeared to be-sgstematic and highly variable.
Moreover, only three of the five talkers raiseditlegebrows on focused syllables
(and these movements did not always accompanyrtiteigtion of a focused
constituent). Consistent with this, the resulta study by Cavé et al. (1996) that
examined whether changesHfl were accompanied by eyebrow movements showed
considerable variability both within and betweelkées in whether eyebrow raises
were accompanied by a riseR0 (see also Guaitella et al., 2009). The above two
studies examined French talkers, however similtepe of movement and inter-
talker variability have been shown for talkers ahérican English in producing
words with lexical stress and phrasal focus (Scarogh et al., 2009).

In general, the above production studies have fdaotd within- and

between-talker variation in when and indeed wheplagticular visual cues for

39



Chapter 3: Recognising Prosody across ModalitiasgeFAreas and Talkers

prosody are used. Further it appears that therditieeences between the upper and
lower face cues both in the strength of the prasodormation signaled, and in the
regularity that such signals are emitted. Despii® & range of perception studies (as
reviewed in Chapters 1 and 2) have shown that peepldily perceive and use such
visual cues, affecting how auditory prosody is pared or directly affecting the
interpretation of a spoken utterance (e.g., Dohdro&enbruck, 2009; Foxton,
Riviere & Barone, 2010; Lansing & McConkie, 199%ests & Krahmer, 2008).

This apparent mismatch between signal variability eonstant perception
highlights a basic issue in human pattern recagmifi.e., how variable form is
mapped onto perception). In speech perceptionhtssoften been characterized in
terms of the problem of a lack of invariant cuesupport categorical distinctions.
Although there have been various proposals to atdou such an ability, it remains
a fundamental concern (e.g., see McMurray & Jongra@mnl). In the domain of
visual prosody research the issue has yet to b&dmned, but the question of how
perceivers cope with variability in the realisatimiprosodic cues seems equally
important. To begin to answer this question, whatdeded is a better understanding
of how the visual cues themselves are perceivechandthey relate to auditory
prosodic cues.

The results obtained in Chapter 2 demonstratedotraeivers were capable
of matching prosodic contrasts within and acrosdatittes when presented with
restricted visual displays showing only the talkarpper face. The ability of
participants to accurately match the type of prgsaxtoss different visual tokens
and different modalities showed that more tham®pke feature-to-feature matching

strategy was involved. Indeed, it is proposed plaaticipants were able to achieve
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such high levels of correct across-token matcherfopmance because they could
classify the type of prosody from the visual cueg.( narrow or broad focus;
statement or question) and then use the resuliotlassification to decide which
stimulus pair matched.

This idea that good performance in the matchink imbased upon the
categorization of visual prosody cues suggeststtimtask may be useful in probing
the extent to which a prosodic category can bercheted fromdifferentinputs.

Thus, the matching paradigm used in Experimentsdl2gprovides a well controlled
situation to assess the extent to which percesandolerate variation in the
production of visual prosody. For instance, thenimtmodal matching task can be
used to investigate whether people can determimsogiic counterparts across
different face regions by testing whether peoplerediably match cues to prosody
that are signaled by the upper and lower facertgoitant division as it picks out
those cues that stem more directly from articufafrom those that do not).
Furthermore, the cross-modal matching task canrelssal whether perceivers can
ascertain the underlying prosody type regardlesghaf is speaking by testing
matching ability across different talkers.

To probe the extent to which prosodic categoriesbeadetermined from
different inputs, the current experimental sergsds people’s ability to match visual
prosody when the cues manifest in different wayshsability would provide a basis
for using visual cues to prosody even though thieyariable across talkers and face
areas. Specifically, Experiment 3 examined whepleeceivers were able to match
within-modal (visual to visual) and cross-modaldgory to visual) cues from the

lower face region (as this was not assessed inrifmpet 1 or 2, and provides an
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opportunity to assess whether cues to visual pisoitat are linked to articulation
show a different pattern across prosodic types)eBrpent 4 examined people’s
ability to match cues across different talkerstf@r same face region. Experiment 5
tested if perceivers could successfully match acfase areas within a talker, and

Experiment 6 examined matching both across facesaed across different talkers.

3.1.Experiment 3: Perceiving Prosody from the Lower Fae

The aim of Experiment 3 was to ascertain the extenthich perceivers were able to
use visual cues from the lower face region for mmatg within (i.e., visual to visual)

and across modalities (i.e., auditory to visuahe3e results, taken together with the
results of Experiments 1 and 2, will provide a liasefrom which to evaluate cross-

talker matching (Experiment 4).

3.1.1.Method

3.1.1.1.Participants
Twenty undergraduate students from UW& ¢ = 21.3 years) participated in the
experiment in return for course credit. All weneefht talkers of English. None had
previously taken part in Experiment 1 or 2, andetlorted normal or corrected-to-
normal vision with no history of hearing loss, amalknown communicative deficits.
All participants were treated in accordance with plolicies of the UWS Human

Research Ethics Committee.

3.1.1.2 Materials
The materials used in this chapter were the safat&iovisual tokens as those

used in Experiments 1 and 2, comprising of twoetedkproducing two repetitions of
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ten sentences across three prosodic conditionsvi§hal tokens were processed in
VirtualDub (Lee, 2008) to create an additional i@rf visual stimuli by cropping
the video displays at the nose tip, generating tdaee videos that showed only the

lips, cheeks, chin and jaw of the talker (see Fadud).

Figure 3.1. The original audiovisual recordings madChapter 2 were cropped at the nose

tip to generate lower face stimuli.

3.1.1.3.Procedure
The experiments were run in DMDX (Forster & Forsg003) on a desktop
computer connected to a 17" LCD Monitor. Particiganere tested individually in a
double-walled, sound attenuated booth. Each ppatiticompleted two experimental
tasks: a visual-visual (VV) matching task (as irpEsment 1) and an auditory-visual
(AV) matching task (as in Experiment 2) in a cowtialanced order (i.e., half of the
participants completed the VV task first, while teenaining half completed the AV
task first). These tasks were procedurally idehtw@2AFC tasks used in
Experiments 1 and 2, except that the video stipnésented showed only the

talker’s lower face (Figure 3.2).
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Figure 3.2. Schematic representation of the 2ARDalivisual (left) and auditory-visual

(right) matching tasks used in Experiment 3. Thmesaem appeared first for both pairs, and

was the standard that the matching judgment whe toade on. The matching item within

pairs was always taken from a different recordé&emnpand non-matching items were the
same sentence produced as a different prosodic type

3.1.2.Results and Discussion

The mean percent of correct responses for the \VAAhmatching tasks are shown

in Table 3.1. The results are presented togethrtive textured upper face data

from Experiments 1 and 2 to allow for full compans between upper and lower

face stimuli presentation. As can be seen, perfoo@avas considerably greater than

chance (i.e., 50%) across all prosodic speech tiondiin both tasks, as confirmed

by a series of significant one-sampfests.
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Table 3.1. Mean percent of correct responses iwithen-talker VV and AV matching tasks
as a function of visible face area in each prossgdeech condition. Data in italics are from
Experiments 1 and 2. Degrees of freeddfp dre indicated in brackets and ** indicafes
0.001.

Visible Face Prosodic Mean Standard t-test vs.
Area Speech Correct Error of Chance
Condition (%) Mean (50%)
Visual-Visual (VV) Matching Task
Upper Half Narrow Focus 82.7 2.97 11.63
(df = 10) Echoic Question 87.7 3.26 11'58
Lower Half Narrow Focus 91.7 2.87 20.92**
(df=19) Echoic Question 80.5 2.84 10.28**
Auditory-Visual (AV) Matching Task
Upper Half Broad Focus 88.9 2.14 1845
(df = 10) Narrow Focus 94.8 1.61 27.79
Echoic Question 88.9 2.39 16%25
Lower Half Broad Focus 87.4 3.12 14.70**
(df = 16} Narrow Focus 91.4 2.69 17.71**
Echoic Question 84.4 2.85 12.34**

*For the AV task, three participants were not inelilith the analysis as they recorded

matching accuracy of 0% due to a technical error.

Further analyses were conducted to compare thégdésam the upper and
the lower face conditions. For VV matching perfonog, a 2x2 mixed repeated
measures ANOVA was conducted to determine if taskopmance (percent correct
responses) varied as a function of the visible faea, with prosodic speech
condition (narrow focus; echoic question) as théawwisubjects factor, and face area
(upper vs. lower half) as a between-subjects fadtorsignificant main effect was
found for prosody conditiorf(1,29) = 1.58p = 0.219, or visible face areBg(1,29)

= 0.08,p = 0.787. However, the interaction was significdf,,29) = 10.67p =
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0.003,%2 = 0.269, reflecting the pattern that displays &f dwer face produced
better discrimination of focus whereas phrasing better discriminated from the
upper face displays (consistent with Lansing & McGenk999).

A series of post-hoc between-subjects ANOVAs (witBonferroni adjusted
a of 0.025 for multiple comparisons) revealed thatrow focused items were
discriminated with significantly greater accuraoym the lower face compared to
upper face presentation conditié{]1,29) = 6.75p = 0.015,77|02 =0.189, but the
difference in discriminating echoic questions wasstatistically significant-(1,29)
=2.38,p=0.134.

For AV matching performance, a 2 (upper vs. loveee)) x3 (broad focus;
narrow focus; echoic question) mixed repeated nteasANOVA was conducted,
with visible face area as the between-subject®faahd prosodic condition as a
within-subjects factor. The main effect of prososiieech condition was significant,
F(2,52) =9.62p< 0.001,;7,[,2 = 0.270, this difference appears to be driven by
participants being better able to discriminate narf@cus renditions across both
upper and lower face presentations. The main effieagsible face ared;(1,26) =
0.97,p = 0.333, and the interactioR(2,52) = 0.46p = 0.632, did not reach
statistical significance.

Unlike VV matching results, no significant interact between face area and
prosodic conditions was found. This result cowdddoe to differences in how well
prosody was specified by the initial item of a p&ior visual presentation, it seems
the lower face provides a better cue to narrowdpsa matching performance is
very good for narrow focus items when this inforimathas been clearly presented

by the initial item of the lower face VV trials (epared to a less clear specification
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in the upper face VV displays). A similar argumapplies for the echoic question
items (only here, it is the upper face that prosittee clearest information to the
relevant prosodic condition). This interaction be#w face area and prosodic
condition was not found in the AV trials because dluditory specification of
prosodic type is the same regardless of whetherfallowed by a lower or upper
face item.

In sum, reliable matching of visual speech to oth&wal or auditory speech
tokens based on prosodic differences alone waswdabeegardless of whether the
upper or lower face area was presented. This rissatinsistent with the proposal
that perceivers are able to resolve the type cdqup from any of multiple visual
cues, and when a particular cue is not availabieynderlying prosody can still be
determined from those cues that remain. The cuweéhin face region and within
talker results provide a baseline measure of pmdace from which to further
examine this proposal by investigating people’ditglio match prosodic

counterparts across face region and across diffealiers.

3.2.Experiment 4: Matching Prosody across Talkers

Experiment 4 examined perceivers’ ability to matual speech tokens within and
across modalities when the signals were producetiffgrent talkers (with the same
face area shown across talkers). If perceiversatagorise the type of prosody
(e.g., narrow or broad focus) from the visual cuggardless of who produced the
token, then it is expected that they should be tb#iccessfully perform the VV
and AV matching tasks. That is, if task performaisdeased on matching

information at the level of abstract form (categtype), then accurate prosody
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matching can be achieved despite any individuaatian in how the prosodic cues

were realized.

3.2.1.Method

3.2.1.1.Participants
Thirty-two undergraduate studenMA;=22 years) from UWS participated in the
experiment in return for course credit. All weneefht talkers of English, and self-
reported normal or corrected-to-normal vision withhistory of hearing loss. None
of these participants had previously taken paany other experiment reported in

the current chapter.

3.2.1.2.Materials and Procedure
The stimuli used and task procedures were the sandescribed in Experiment 3;
however in this experiment, the paired stimulirfzatching consisted of two tokens
produced byifferenttalkers. Participants were randomly allocated v@s#le face
area condition (upper or lower face, 16 in eachddamn), and completed both a
within-modal (VV) and cross-modal (AV) 2AFC matchitask in counter-balanced
order. Figure 3.3 outlines the composition of thpegimental tasks used. The
initially presented item was the same for bothgppmoduced by one talker, and was
the standard against which the matching judgmestte/ée made on. The second
item within each pair was produced by a differatier. In the VV task, the non-
matching item was always a broad focused renditiothe AV task, the non-
matching item was one of the alternate prosodiegy@ll other material and

procedural details are the same as Experiment 3.

48



Chapter 3: Recognising Prosody across ModalitiasgfAreas and Talkers

RESPOND

Video Only

RESPOND

Video Only

Narrow Focus Broad Focus
Talker 2 Talker 2
Video Only Audio Only
Narrow Focus Narrow Focus
Talker 1 Talker 1
Time Time
Video Only Video Only
Broad Focus Narrow Focus
Talker 2 Talker 2
Video Only Audio Only
Narrow Focus Narrow Focus
Talker 1 Talker 1
PAIR 1 PAIR 1 E"
0 o

Figure 3.3. Schematic representation of the 2ARDalivisual (left) and auditory-visual
(right) matching tasks used in Experiment 4. Threeséiem appeared first for both pairs
produced by one talker, and was the standard frbiohithe matching judgment was to be
made on. The second item within pairs was prodbgedl different talker, with the non-
matching item being the same sentence producedavdifierent prosody. Participants

completed the task with either upper or lower fsti@uli.

3.2.2.Results and Discussion
The mean percent of correct responses for both MVVAY tasks are shown in Table
3.2. A series of significant one-samplests of the results showed that despite the
within-pair signals originating from different taks, participants were able to

perform the task at levels well above chance foca@iditions.
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Table 3.2. Mean percent of correct responses iWthand AV matching tasks as a function
of visible face area in each prosodic speech ciamdivhen items within pairs were
produced by different talkerdf = 15 and ** indicatep < 0.001.

Visible Face Prosodic Mean Correct Standard t-test vs.
Area Speech %) Error of Chance
Condition Mean (50%)

Cross-Talker Visual-Visual (VV) Matching

Upper Half Narrow Focus 70.9 4.33 4.83*
Echoic Question 78.4 3.38 8.42**

Lower Half ~ Narrow Focus 85.9 2.89 12.42**
Echoic Question 70.0 3.03 6.61**

Cross-Talker Auditory-Visual (AV) Matching

Upper Half Broad Focus 79.8 4.85 6.15**
Narrow Focus 85.9 4.49 8.01**
Echoic Question 81.4 3.93 8.00**

Lower Half  Broad Focus 81.6 2.39 13.19*
Narrow Focus 94.2 1.22 36.16**
Echoic Question 84.8 2.30 15.17**

The results for cross-talker prosody matching (Expent 4) were compared
to the results obtained for within-talker match{ixperiment 1-3). A2 x 2 x 2
ANOVA was conducted for VV task performance, arzl>a2 x 3 ANOVA for AV
performance, each with talker congruency (withamess-talker) and visible face
area (upper face; lower face) as between-subjactsrk, and prosodic speech
condition as the within-subjects factor. The mdfea of talker congruency was
significant for the VV taski-yv(1,59) = 11.00p = 0.00Z,npzz 0.157, but not for the
AV task,Fav(1,56) = 3.52p = 0.066. Overall, performance across both tasks was

greater when the matching speech tokens were pedducthe same talker,
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suggesting that although non-talker specific sigmagental content can be extracted
from visible movements, there is also a talker-gmecomponent.

The main effect of visible face area was not sigaiit for either task,
Fw(1,59) = 0.55p = 0.461,Fav(1,56) = 0.08p = 0.782, suggesting that both the
upper and lower face provide equally effective pais cues. For both tasks, the
main effect of prosody was significafi,/(1,59) = 5.50p = 0.022,;7p2: 0.085;
Fav(2,112) = 11.67p < 0.001,;1,02 = 0.172, which appears to be driven by narrow
focus being easier to visually discriminate thaodor focused statements and echoic
questions. The prosody by visible face area intemador the VV task was
significant,Fyv(1,59) = 40.15p < O.OOl,;ylo2 = 0.405, however this interaction for
the AV task was not significarffay(2,112) = 0.44p = 0.643. Likewise, the prosody
by talker congruence interactiors, (1,59) = 0.12p = 0.728;Fav(2,112) = 1.06p
= 0.351, and the three-way interactiofgy(1,59) = 1.32p = 0.256;FAv(2,112) =
0.81,p = 0.449, failed to reach significance for eithesk

The results showed that despite visual cues otigimérom two different
talkers, perceivers were able to visually matctspdic content when information
was restricted to either the upper or lower fades Tinding is consistent with
previous evidence that visual speech cues candeegsed at an abstract level. For
example, observing a silently spoken word faciigdexical decisions on the same
word subsequently presented in either written okep form (Kim, Davis & Krins,
2004). This priming effect occurs even when augtitord visual speech tokens are
produced by different talkers (Buchwald, Winter$&oni, 2009). Similarly,
McGurk effects (i.e., the integration of incongrtianditory and visual information

resulting in a “fused” percept, McGurk & McDonalt)76) are observed when
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auditory and visual signals originate from differeaikers (Green, Kuhl, Meltzoff &
Stevens, 1991), even when a male face is pairddaxfiiémale voice. These studies
demonstrate that equivalent phonemic informaticexisacted from the visual
speech signal regardless of the talker that pratitie= signal.

Indeed, in the current task, perceivers performetias well when matching
the auditory prosody of one talker to the visualsady of another. These results
suggest that information for visual prosody, mukb phonemic information, is
processed in terms of abstract visual speech ewaluwing for generalisation
across tokens, modalities and talkers. Furthernpamgicipants can match visual
cues to prosody regardless of whether they wera the upper or lower face,
supporting the notion that multiple (and potenyia#édundant) visual cues to
prosody are distributed across face areas, anghéneeivers must be sensitive to
prosodic counterparts across different face regidhs suggestion concerning the
flexibility of perceivers’ use of visual prosodyfigrther tested in Experiments 5 and

6.

3.3.Experiments 5 and 6: Matching Prosody across Facer@as

In these experiments, perceivers were shown visoigltokens of the upper face,
with the task to match these to the prosody diguldyom the lower face (and vice
versa). In Experiment 5, the upper and lower faiceusi were of the same talker
(but from different tokens), whereas in Experimgnthe tokens were from different

talkers.
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3.3.1.Method

3.3.1.1.Participants
Forty undergraduate students from UW&¢e = 21.5 years) participated in the
experiment for course credit. All were fluent tatkef English, and had self-reported
normal or corrected-to-normal vision and no histoiyearing loss. None had taken
part in the experiments previously reported. Piiats took part in both
Experiment 5 and 6 in a counter-balanced order @@completed Experiment 5

first; the remaining 20 completed Experiment 6tfirs

3.3.1.2.Stimuli and Procedure
Experiments 5 and 6 used the same materials asealith the VV task of
Experiment 4. Figure 3.4 provides an overview efsequence of displays used in
the task of each experiment. In Experiment 5, itentisin-pairs were produced by
the same talker, but displayed one half of the fadhke first item, then the opposite
half of the face in the second video. Experimewa8 identical to Experiment 5,
except that items within-pairs were produced bfed#nt talkers.

For each experiment, two different versions ofékperimental task were
created, so that the upper and lower face stimafleach item appeared as the target
only once across both versions. Participants caegblenly one version of the task
for each experimenn(= 20 in each version), and were never exposdaetgame
face area producing the same sentence by eitlker talore than oncén total, each
version required 40 matching responses across tesogic speech conditions (i.e.,
narrow focus and echoic questions), with the bfoadsed rendition always acting
as the non-matching item within pairs. Half of thals displayed the upper face

followed by the lower face within pairs, while trEmaining half displayed the lower
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face before the upper face. All other material pratedural details are the same as

the VV task of Experiment 4.

A A
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Lower Face Upper Face
Narrow Focus Broad Focus
Token 2 Talker 2
Upper Face Lower Face
Narrow Focus Narrow Focus
Token 1 Talker 1
Time Time
Lower Face Upper Face
Broad Focus Narrow Focus
Talker 2
Upper Face Lower Face
Narrow Focus Narrow Focus
Token 1 Talker 1
PAIR 1 PAIR 1
0_.' 0 .

Figure 3.4. Schematic representation of the 2ABEstaised in Experiment 5 (left) and
Experiment 6 (right). In each item either the upjaee or lower face stimuli were displayed
first, followed by the opposite face area withickeaair. In Experiment 5, items within-
pairs were produced by the same talker, with thiehivag video always taken from a
different recorded token. In Experiment 6, itemghimi-pairs were produced by different
talkers. The non-matching video in both tasks vedneys the broad focused rendition of

the same sentence.

3.3.2.Results and Discussion
Table 3.3 shows the mean percent of correct reggdos the 2AFC visual-visual

matching task across face areas of the same (&@kperiment 5) or different talkers
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(Experiment 6). A series of one-samplkests indicated that performance was

significantly greater than that expected by chdoncéoth experiments.

Table 3.3. Mean percent of correct responses iRAC visual-visual matching task across
face areas using within— and cross-talker stinpuésented as a function of presentation
order (upper to lower; lower to upper face), sefgardy prosodic speech conditiati= 39
and ** indicateg < 0.001.

_ Prosodic Mean Standard t-test vs.
Presentation
Speech Correct Error of Chance
Order N
Condition (%) Mean (50%)
Within-Talker Stimuli (Experiment 5)
Upper to Lower Narrow Focus 78.0 2.56 10.93**
Echoic Question 86.3 2.42 14.98**
Lower to Upper Narrow Focus 88.0 2.21 17.17*
Echoic Question 70.8 2.22 9.35**
Cross-Talker Stimuli (Experiment 6)
Upper to Lower Narrow Focus 79.3 3.07 9.54**
Echoic Question 82.3 2.44 13.21**
Lower to Upper Narrow Focus 86.5 2.25 16.21**
Echoic Question 61.0 3.05 3.60**

The results of Experiment 5 and 6 were comparetusi2 x 2 x 2 repeated
measures ANOVA. Talker congruency within-pairs (@aent; incongruent),
presentation order (upper first; lower first) amdgwdic condition (narrow focus;
echoic question) were all treated as within-sulgjéattors. In general, performance
was better when items within-pairs were producethlbysame talker, however no
main effect was observed for talker congruemy,39) = 1.64p = 0.208. The main
effect of prosody was significarf(1,39) = 44.85p < 0.001,;7,[,2 = 0.535, an effect

driven by the participants superior performancdigtriminating prosodic focus in
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comparison to prosodic phrasing. The main effegre§entation order was also
significant,F(1,39) = 14.76p < 0.001,77|02 = 0.275. As expected, the prosody by
presentation order interaction was signific#itf,,39) = 91.05p < O.OOl,;ylo2 =
0.700, as was the talker congruence by prosodseaictien,F(1,39) = 5.67p =
0.022,%2 =0.127. The talker congruence by presentatioerarderactionfF(1,39)

= 2.84,p = 0.100 and three-way interactidf(1,39) = 0.26p = 0.616, did not reach
significance.

In the above analyses, it is clear that presemtatidhe lower face before the
upper face resulted in better matching accuracyjokeus, whereas the opposite
presentation order (i.e., the upper face followgdhe lower face) yielded better
results for judgments of phrasing, regardlesslgetacongruency. In explaining this
significant interaction between presentation oatet prosodic contrast, it is useful
to consider the relative effectiveness of prosadies from the lower and upper face
regions. The results of Experiment 3 and 4 indit#ib@t, compared to the upper
face, the lower face provides more effective coesiétermining whether a
constituent has been focused or not, whereas {her Gigce appears to provide more
effective cues concerning phrasing. Given thigjaly be that when the face area
containing more robust, salient visual cues wasgally presented, matching
performance was facilitated because the prosoge tiye., category) resolved from
the salient cues guides the perceiver as to tredfpues they should seek when
viewing the second item within the pair, increadingir sensitivity to subtle, non-
salient cues. In contrast, when the initially preed face area included less salient
cues, the perceiver (without any guide) might batneely less sensitive to

subsequently presented cues in the second inté&ffatts of presentation order
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have been observed in a variety of psychophystadies with it being a common
idea that participants employ categorical codingampare stimuli (Repp &

Crowder, 1990).

3.4.General Discussion

Motivated by the apparent mismatch between behaaligtudies indicating that
perceivers effectively use visual prosodic cued,the observed variability in the
production of such cues across talkers, the experispresented in this chapter
examined perceivers’ sensitivity to visual cuepttosody from upper and lower face
regions. To account for the effectiveness of visues, it was proposed that
perceivers are able to resolve the type of prosamhy any of multiple visual cues,
so that if a particular cue is not available, otthes will still permit the underlying
prosody to be determined. To test whether thistivagase, a series of experiments
examined whether people could match upper and ltaeercues as well as auditory
to visual cues (not only from the same talker bsb &tom different talkers). The
results showed that despite differences in the famchtemporal structure of prosodic
cues across modalities and face areas, perceivels eliably match both auditory
and visual items to visual tokens of the same mhastype across talkers regardless
of the face area presented, confirming that peecsigan use visual prosody
effectively (Lansing & McConkie, 1999). More impantly, the results show that
perceivers can match prosody from visual cues pgeal/by the upper face to the
lower face (and vice versa) across different talk€his ability to match very
different cues suggests that matching was performhed abstract level (i.e., the
perceiver used the available cues in the visuglalysto determine the prosodic

category and performed matching at this level).
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These results, and the interpretation that thigyato perform prosody
matching (despite very different visual cues) isdzthon matching at an abstract
level, raises a set of issued regarding the diffteseurces of visual prosodic cues,
and precisely what is meant by matching at an atiskevel. Given that the
description of visual prosody and theories concgymiow variable realisations
might map onto prosodic categories are still inrtiiéancy, the discussion is
developed around two recent theoretical accoumigsgsed within the auditory
domain. The first issue considered concerns ther@aff different types of prosodic
cues, while the second explores how variable ssggméjht be mapped onto
categories (and how these categories are specified)

The outcome that perceivers can reliably matchqaysising visual cues
based on very different signals indicates thatalipnosody may be derived from
more than one source. Recently, Watson (2010) éaslaped a multisource account
of acoustic prominence that appears relevant sontbiion. This view proposes that
prosody (at least in terms of prominence) is tloglpct of a number of different
cognitive processes that give rise to differentisations. This proposal allows a
distinction to be drawn between sources. For exapWhatson suggested that
although acoustic changes in intensi,and duration are all linked in some way to
important or focused information, duration may ®icaally be a less reliable cue as
it is related to talker-centric production processkhat is, it was argued that
different acoustic factors will influence prominenanly in as much as they mark
relevant information for the listener.

It is this latter suggestion that appears relet@iite current results, as it

seems that the perception of what is relevant mé&tion determines the extent to
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which a visual cue was influential. More specifigatonsider the interaction
between face region and prosody type in visual hiiagcperformance of Experiment
3. The level of AV matching showed that both the@do and upper face stimuli
could be matched to narrow focus equally well (kaditbve 90% correct). However,
this was only the case when the participant kneledk for narrow focus (when this
was indicated by the auditory signal). That is, wpeesented with visual cues from
the upper face (in the VV task), performance wassegaround 80%) whereas
performance remained above 90% when visual cuestie lower face were
presented. This may be because the lower facedqa®wdistinct cues related to
prosodic focus (e.g., cues for change in amplitudduration, Kochanski et al.,
2005) whereas the upper face provides more reliablel cues (head and eyebrow
movements) to distinguish echoic questions frortestants (as these cues are linked
with variations inFO, Yehia et al., 1998; Cavé et al., 1996, an atoiesture that
can differentiate statements from echoic questises,Eady & Cooper, 1986).
Having considered that there are multiple visuascio prosody and that the
perception of what is relevant information may daiee how a visual cue is
weighted, the related issue of how such diverseceatues might be mapped to
prosodic categories is now considered. Once ag@rjiscussion is based on ideas
derived from studies of auditory speech procesasthese have a long history of
development and refinement. It should also be nthtatithe models considered have
been proposed with regard to speech recognitien ¢listinguishing phonemes) and
not prosodicrecognition. Given this, the discussion will foausthe setting out of
alternative models and whether they are suitedéscribing the current results

rather than attempting to specify particular meras.
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The first approach to the issue of variability &srgources is to regard it as a
problem that needs to be overcome. Under suchrnaariance” approach, sources of
variability are removed by processes of normalaratr compensation (with the
latter being a more general term typically inclglprocesses that deal with
coarticulation). The basic assumption of this apphois that a few invariant
underlying signal properties can be revealed bgdigg the signal by grouping
overlapping cues or gestures, or by exploring meisias of contrast (using either
other signal events, or long-term expectations aboes). However, a problem with
applying this approach to visual prosody is tha itot clear that visual prosodic
cues can be defined in terms of a small numbamariant properties; not only is
the relationship between auditory and visual sigvatiable (in terms of how and
when they occur, if at all), but visual cues alaoywvith respect to each other. That
is, the visible movements of the upper and lowee fdo not occur simultaneously or
systematically (e.g., see Caveé et al., 1996; Mc€&1a998).

The exemplar approach provides an alternate sclf@anttee mapping of
variable form onto categories. Here, it is assuthatithe input is encoded in detall
by using all available cues, with context depengleanercome because perceivers
store multiple exemplars and make categorizati@msgas by comparing the
incoming input to these collections of stored exkmg Such an approach provides a
natural way of dealing with the effects of contartl talker variability (without
compensation per se), but it is unclear how itaea with completely novel input,
such as having to match cues derived from onertagien to another.

Intermediate between the above two approaches edelsreferred to as

cue-integration approaches (McMurray & Jongman,120Lhese models propose
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that if a sufficient number of cues are encodeeh tin combination, the variability
of any one cue can be overcome (possibly withcaindged for compensation).
Examples of this type of model include the fuzzgitomodel of perception (FLMP;
Oden & Massaro, 1978) and TRACE (Elman & McClellab€86), with the former
having been used to successfully model how prosmgis (duration and pitch) are
integrated to influence syntactic identificatiore@@h, 1991). The most recent model
of this type, called the “computing cues relativeekpectations” (C-CuRE) model
proposed by McMurray and colleagues, combines éspéthe invariance approach
(compensation) with aspects of exemplar approagbkesning every cue, e.g.,
McMurray & Jongman, 2011; McMurray, Cole & Muns@11). That is, like
exemplar models, C-CuRE maintains a continuousesgmtation of cue values that
include variations due to the talker, context aodrtculation. However, unlike
exemplar models, it uses this variation to builtegaries relating to such variables
as context and talker and these in turn are usedexpret the informational content
of the speech signal. Such a model offers a maneipted way of taking into
account instance-based variation by partitioningadsources of variance prior to
cue-integration. It is this feature of C-CuRE theéms an attractive framework for
the integration of auditory and visual cues to pdyswhile taking into account their

variability.
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Chapter 4. Recording of an Auditory-Visual Speech
Prosody Corpus

In Chapters 2 and 3, it was established that psosodld be perceived from the
visible movements of the talker’'s head and facél®w-up issue concerns the
quantification of these movements. That is, whatthe specific visual correlates of
prosodic contrasts? There have been several stigdgesBeskow, Granstrom &
House, 2006; Dohen et al., 2006, 2009; Graf e2@D2; Munhall et al., 2004;
Scarborough et al., 2009; Srinivasan & Massaro328Werts & Krahmer, 2010)
that have tried to quantitatively determine theuglscorrelates of prosody. However,
these studies have been limited in several wayse¥ample, the size of the
recorded corpus has typically been small (makingegaization of the results
potentially unreliable). The analysis has oftenrbleased on single token
productions examining only the initially stressgtlable (rather than examining
properties of the entire prosodically marked cduetit and its sentential context), or
has been based on perceiver-driven annotationsled data. Moreover, local
movement features rather than whole head and favemments are measured,
missing the potential relationships between gestaceurring across face areas.
Given the above, the current study examined vigt@dodic cues by
measuring the overall head and face movements peddoy six talkers for 30
different sentences across a range of prosodicasgintelicited using a dialogue
exchange task. Additionally, the setting in whibk tnteractions took place was
experimentally manipulated so that the talker cdudth see and hear the interlocutor

in one condition (i.e., face-to-face; FTF); or ohlgar the interlocutor (i.e., auditory-
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only; AO) while engaging in the dialogue excharagkt This variable was included

as it has been proposed that talkers modify bain #uditory and their visual speech
as a function of whether they can see or only baah other (see Fitzpatrick, Kim &

Davis, 2011; Garnier, Henrich & Dubois, 2010).

In the current chapter, the recording of the mualliker auditory-visual
speech prosody corpus is outlined. The data frasncthrpus will allow for a more
detailed analysis of the spatiotemporal propedfdsguistic auditory and visual
spoken prosody, including the type of movementsawdistic features used, the
distribution of gestures across the face and tkeiporal characteristics, and the
nature of the relationship between the auditory\asdal signals across the two
interactive settings over the six talkers (thessyam®es are detailed in Chapters 5, 7

and 8).

4.1.Method

4.1.1.Equipment
To synchronously record both auditory and visuaksh data, an OPTOTRAK 3020
(Northern Digital Inc.) was utilised, a system dalpaof capturing the three-
dimensional position of infrared (IR) light emitymiode (LED) markers at higher
sampling rates than a typical digital video cansomg with temporally
synchronised analogue data at a different sampéditeg The system is composed of
an infrared camera unit (Figure 4.1, left), a adilen of wired IR-LED markers
(Figure 4.1, right) connected to strober unitst(tfenerate strobing patterns in the
IR-LED markers), a system control unit, an OPTOTR&dta acquisition unit
(ODAU lI; for acoustic recording) and a control Rih an OPTOTRAK

communication board. The OPTOTRAK system is arvaatne in which the
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markers repetitively strobe IR light in a cycligalttern allowing for their individual
positions to be determined by the system. The iocatf the markers over time and
space is recorded by the NDI First Principles safenpackage. The three-
dimensional resolution of the tracked movementsfsach a system is highly
accurate, within the range of 0.005 to 0.01mm (Isyd<uratate & Vatikiotis-

Bateson, 2002; Maletssky, Sun & Morton, 2007; SchipBerg, Ploeg & Ploeg,

2009; States & Pappas, 2006).

Figure 4.1. The OPTOTRAK infrared camera unit jlefacks the three-dimensional
position over time of infrared emitting markers,asering 7mm in diameter (right) with

high spatial and temporal resolutions.

Although active marker systems such as OPTORAKIredhe talker to be
“wired” to the system, there are corresponding beneninimum amounts of pre-
calibration and data post-processing are necesAarg.physical connection exists
between the strobing markers and the camera unyityerkers that drop out (i.e.,
are no longer visible by at least two of the theameras due to orientation or
occlusion) are easily recovered once they re-emagyge the camera’s field of

vision. In comparison, passive marker systems asdQUALISYS (Qualisys
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Medical) and VICON (Vicon Motion Systems) require physical connection with
the subject, relying instead on the detection oligRt reflection from non-wired
reflective markers by multiple IR cameras. HoweWeese systems require
substantially more calibration before data cantiteioed (e.g., the position of every
IR camera relative to each other needs to be deted); are prone to “phantom”
markers caused by IR reflections off environmeatgécts, and involve a more
arduous post-processing procedure (e.g., if a malrdogs out or is occluded during

a recording trial, its reappearance in the visoahs is treated as a “new” marker).
As both the active and passive marker systemsagabte of generating data of
equivalent sampling rates (~100 Hz), the use ohtiiere marker system was chosen

on the basis of the amount of processing required.

4.1.2.Marker Configuration
Previous studies utilising optical tracking for gherpose of auditory-visual speech
analysis and synthesis have typically used betw8esamd 38 markers distributed
across the talker’s face to measure temporary mgith-agleformations, as well as rigid
rotations and translations of the whole head ,(digng, Alwan, Bernstein, Keating,
& Auer, 2000). These marker configurations (sumsetiin Table 4.1 with a brief
description of the research focus of these stu@iesgar adequate to capture
prosody-related head and face movements; for exgming, Alwan, Auer and
Bernstein (2001) showed that there was a strongledion (of around 0.8) between
visual confusions (measured by lip-reading of siledeos of consonant vowel
syllables) and facial movement measurements whinlgnoptical markers were

utilised.
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For the current corpus, marker locations were amtseeflect a combination
of articulatory gestures from the lips, jaw, chimdaheeks, non-articulatory gestures
such as eyebrow movements, along with the rigidenwnts (i.e., rotations and
translations around the centre of rotation) ofvitle head. The locations chosen
were akin to those used by Lucero, Maciel, Johalshnnhall (2005), with the
exception of markers on the eyelids and lip surfdoecero and colleagues used a
passive marker system, so it was possible to @a@dler markers in more awkward
positions such the nostrils, eyelids or lip surfaseno wires attached to the markers.
In contrast, the OPTOTRAK markers are slightly &argnd wired, making them
impractical to place on some facial surfaces)otalt 39 markefswere placed on
the talker’s head and face (four of which weredtal to a head rig and used to

determine rigid movements), the positions of wtach detailed in Table 4.2.

Table 4.1. Summary of marker configurations useggr@vious studies utilising optical

tracking to measure visual speech.

Marker

Marker Configuration Research Focus N

Relationship between articulatory 18

movements, produced acoustics

and tongue movements (used in

combination with electromagnetic
[ ]
\ % | articulography; EMA).

Jiang et al., 2000

* The total number of markers used was also consiilaby the equipment available at the time of
conducting the motion capture sessions. The sebofained two serially connected strober units (1x
16 Channel and 1x 24 Channel), allowing for a tofa#0 markers to be tracked. However, one of the
channels was faulty, leaving only 39 operationarotels/markers.
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Modelling the relationship 18
between articulatory movements
and produced acoustics.

Optical tracking used in 28
conjunction with EMA to

resynthesise tongue movements

from face motion data.

Characterising the visual 28
properties of speech produced in
noise that functions to increase

speech intelligibility.

Determining the optical correlates 22
of lexical and phrasal stress for
three American-English talkers.

Scarborough et al., 2009
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Dohen et al., 2009

Granstrom & House, 2005

Lucero et al., 2005

Identification of the visual 28
correlates of producing narrow
focus, and the identification of

idiosyncratic talker strategies.

Driving animations of embodied 30
conversational agents (ECASs) to
examine the various expressive
functions of visual prosody (e.g.,
emotion, focus).

Modelling of human face 37
kinematics using clustering (i.e.,
estimating the movement of
secondary marker positions based

on a weighted relationship to

primary markers).
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Table 4.2. The location of the 39 IR emitting OPT@KRmarkers on the head and face of the talkers. tDuegh rates of marker occlusions and

dropouts, the larynx marker was not included inahalysis.

g % Marker g g Marker g % Marker g % Marker

g E Placement g E Placement CEU E Placement CEG E Placement
1 Right Rigid Body 11  Left Inner Orbital 21 RightidiCheek 31 Right Lower Lip
2 Centre Top Rigid Body 12  Left Mid Cheek 22 Righiffer 32 Right Forehead
3 Left Rigid Body 13  Left Puffer 23 Right Outer @hi 33 Left Forehead
4 Centre Bottom Rigid Body 14  Left Outer Chin 24  gRiLip Corner 34 Left Outer Cheek
5 Left Outer Brow 15 Middle Lower Chin 25 Right UgmpLip 35 Left Lower Cheek
6 Left Mid Brow 16 Right Outer Brow 26 Middle Uppkip 36 Right Lower Cheek
7 Left Inner Brow 17  Right Mid Brow 27 Left UppeipL 37 Right Outer Cheek
8 Nose Bridge 18 Right Inner Brow 28 Left Lip Carne 38 Middle Upper Chin
9 Nose Tip 19 Right Outer Orbital 29 Left Lower Lip 39 Larynx
10 Left Outer Orbital 20 Right Inner Orbital 30 Mie Lower Lip
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Of the 39 markers, one was placed on the approgiatation of the
thyroid cartilage (which surrounds the larynx) ktig below the laryngeal
prominence (i.e., “Adams Apple”). This position wa®sen based on the proposal
of Honda, Hirai, Masaki and Shimada (1999) thatthmental frequency modulation
and control may be a product of vertical larynx mments. As such, the movements
recorded may share a strong relationship with tbdyced acoustic signal, or may
provide a visual signal that perceivers are abkexoit to assist with the
interpretation of prosodic content. However, thekaes position was occluded for a
substantial proportion of the recording sessiortgs ,(by the opening and closing
gestures of the jaw), and as a result, was natdiecl in the analysis.

Markers were attached to the talker’s face usingotessided medical tape.
To ensure that markers were placed in the samédocacross talkers, a polystyrene
foam display head with drawing pins in the desireatker locations (Figure 4.2)
was used as a visual guide when attaching the msarkke positions of the markers
in three-dimensional space were sampled at 60Elz @évery 17ms). Videos of the
tracking sessions were also recorded using a SBMABE digital video camera (25
fps). Auditory data was synchronously capturedgisiiBehringer C-2 condenser
microphone connected to the ODAU Il through a EackrMX602A mixer. The
microphone was placed approximately 30cm away fifwgrtalker’'s mouth, held in
place by a boom-arm microphone stand. Auditory datsa sampled at 44.1 kHz,

digitized mono.
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Figure 4.2. A polystyrene foam head was used asuahguide to ensure that placement of

the optical markers was consistent across talkers.

4.1.3.Materials
The corpus consisted of three randomly selectégldisten non-expressive sentences
drawn from the IEEE (1969) Harvard sentence lisscatibing mundane events with
minimal emotive content (Appendix A). The senten@egyed in length between six
and twelve wordsM = 8.33,SD= 1.47), and contained between seven and eleven
syllables 1 = 9.50,SD= 1.50).

Each sentence was recorded across three prosaoditions: as droad
focused statemerd,narrow focused statemerand as aechoic questionTo elicit
these conditions, a dialogue exchange task wasreseding talkers to interact with
an interlocutor and either repeat what they heaedriterlocutor say (broad focus),
make a correction to an error made by the intetoimarrow focus), or question an
emphasised item within the sentence that the odetbr produced (echoic
question). The “critical” word (i.e., the word withthe sentence that was

erroneously produced or produced with emphasifiéyrterlocutor and
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subsequently focused or questioned by the talkas) selected before recording and
was kept consistent across talkers, prosodic dondiand repetitions, allowing for
comparisons to be made across these factors. Taedo of the critical word within
each sentence varied, but never appeared in phnasgosition, and was always a
content word. The interlocutor was always a maldederate who was aware of the

purpose of the data recording.

4.1.4.Participants
Six university educated male native talkers of déad Australian EnglisiMage =
23.2 years) participated in the data capture sessrecruited via convenience
sampling. All talkers self-reported normal visiamdehearing, with no known
communicative deficits. Participants were finarlgiabmpensated for their time,
and treated in accordance with the ethical prowoatlined by the UWS Human

Research Ethics Committee.

4.1.5.Procedure
All recordings were conducted in the Face and Varde of MARCS Auditory
Laboratories. Recording sessions began by plabegiovement sensors on the face
of the talker in the configuration shown in Figdr8. Each talker was recorded
individually while seated in a height-adjustablefil&’s chair within a double-
walled, sound insulated recording booth. Partidiparere recorded producing the
prosodic contrasts with the interlocutor across itweractive settings (outlined
below). Two repetitions of each sentence were oEgbin each of the three prosodic
conditions. Motion capture sessions lasted apprataeiy 180 minutes resulting in
360 recorded tokens (30 sentences x 2 repetitidhpresodic conditions x 2

interactive settings) per talker.
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Figure 4.3. Location of the 39 optical markers kvgize exaggerated for clarity) on the head
and face of the talker, reflecting articulatory anmh-articulatory gestures. Four markers
were placed on a head rig and used to estimatémgivements around the centre of

rotation.

4.1.6.Interactive Settings

4.1.6.1.Face —to-Face (FTF)
In the FTF setting, the talker and the interlocwtere facing each other, and were
able to both see and hear each other. The talkenes wstructed to direct their
speech towards the interlocutor who was locatedoxppately 2.5 meters away

from them (standing behind the OPTOTRAK unit, segife 4.4).
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Double-Walled T p—— SCU

Sound Insulated : =
Booth Interlocutor} i |
OPTOTRAK 3020 :
= —
' Digital Video
Camera

Cro hone

Figure 4.4. The experimental setup used in thetadace (FTF) interactive setting. The
talker and interlocutor communicated over a distawicapproximately 2.5 meters, and were
able to both see and hear each other clearly. Tiomse extraneous noise, the OPTOTRAK
SCU was located outside of the testing booth.

4.1.6.2. Auditory-Only (AO)
In the AO interactive setting, the talker conversaith the interlocutor (who was
located outside of the testing booth, Figure 4v&r@ double microphone and
headphone system (Figure 4.6). An Edirol UA-25 USHlio Capture Device was
used in streaming mode to mix the auditory sigrialg Behringer C-2 condenser
microphones were used as inputs for the left (takked right (interlocutor)

channels. The opposing output channel was playedgh to the individual (i.e., the
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talker received output from the right channel, aiwé versa). Thus, the auditory
input from the talker was heard by the interlocugord vice versa. The auditory
signal was played to the talker through SkullcaRabyt in-ear stereo headphones,
and to the interlocutor through Senheiser HD65fkesteeadphones. In this
interactive condition, the talker and interlocutould still hear each other clearly,
but were not visible to each other. Talkers wewegino explicit instructions as to

how they should communicate.

Double-Walled —
Sound Insulated :
Booth

OPTOTRAK 3020

— — = —

Digital Video
Camera

icrophong

Microphone
Headphones

Interlocutor

Figure 4.5. The experimental setup used in thetaydonly (AO) interactive setting. The
talker and interlocutor communicated over a doutitrophone and headphone system and

were only able to hear each other.
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2% L
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alker Fiv o
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e ) Microphone
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Rl USB Audio
et Capture Device
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Headphones = RIGHT [—
— "‘f INPUT CH. Interlocutor
Microphone ‘-';_ LEFT

Figure 4.6. Diagrammatic representation of the tealicrophone and headphone system

used in the AO interactive condition.

4.2.Preliminary Data Processing

Captured auditory data were subjected to a seroraatic forced phonemic
alignment using the MARY text-to-speech engine (8dar & Trouvain, 2003),
before manual alignment correction in Praat (Boers2001) where necessary.
These transcriptions were used to temporally loteesegmental boundaries of
individual constituents within each utterance, afehtify the location of the

prosodically marked critical constituent.

4.3. Summary

In total, the recorded corpus consists of 2160tangvisual tokens, comprising of
optically tracked movement data and correspondianpmically transcribed

auditory data. A copy of the corpus is included\ppendix B.
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Chapter 5. Auditory Analysis of the Speech Prosody

Corpus

Chapter 4 detailed the recording of an audiovispakch prosody corpus that
included focus and phrasing contrasts producedsadro interactive settings by six
talkers. In the current chapter, the recorded anitegs were analysed by measuring
selected acoustic properties across the elicitesigalic contrasts. The acoustic
characteristics of both prosodic focus and phrakag been extensively studied
and are well described in the literature (i.eteirms of durationk-0, FO range,
intensity, intensity range and vowel space props)tiThese properties were thus
examined for the current corpus to ascertain whetieeproduced tokens showed the
typical characteristics of these prosodic contrasts

Further analyses were also conducted on the alumiesc measures to
determine whether the production of prosodic catsrdiffered across interactive
settings (i.e., FTF and AO). The rationale for ttusitrast is developed in detail in
Chapter 6 that perceptually evaluated the focuspdunalsing contrasts. In essence,
the rationale for investigating FTF versus AO sgiti stems from an extension of
Limblom’s Hyper-Hypospeech (H-H) theory (1990, 1986 applied to the
production of prosody. Finally, the acoustic measwere compared across
individual talkers in order to address the issutatider variation in the realisation of
these specific prosodic contrasts. Even within hgenous samples, talkers can
differ in the way that they exploit particular sapegmental features to prosodically
mark a constituent within an utterance (Eady & Goph986; Lieberman, 1960).

For example, Peppé, Maxim and Wells (2000) fourad tine production of digit
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strings containing a narrowly focused constitueatexypredominantly produced by
talkers with a falling=0 contour on post-focal syllables, however thesekimgs

were variably accompanied by either an increaset@msity on the focused
constituent, an insertion of a pre-focal silenagational manipulation throughout
the utterance, or the use of no additional featud@gen that there is a potential for
variation across talkers, so too may there berdiffees in how effective these
strategies are for conveying linguistic contenpéoceivers. To explore these
questions, it is necessary first to examine ifeéhame indeed signal-level differences
across talkers.

In sum, the current chapter aimed to quantify #euatic and spectral
characteristics of the produced prosodic contrasts,determined whether the
production of these contrasts changed as a funofiariether or not the talker could
see their conversational partner. In addition,dbgree of consistency across talkers
in the realisation of prosodic contrasts was deitezmh

To examine the above questions, the 30 sentenaesgr@uped according to
their overall length (reflected by number of syl&gbin the sentence), as this factor
can impact on the suprasegmental features usealise prosodic contrasts. For
example, long sentences (i.e., 10 syllables) termktproduced with anticipatory
reductions to pre-focal syllable duration whenc¢hgcal constituent occurs towards
the end of the utterance, however no differencesamd for short utterances (i.e., 6
syllables; Pell, 2001). In contrast, utterance tengnpacts little ori-0 properties for
focus contrasts, however short echoic questionpraduced with a higher terminal

FO than longer echoic questions.
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Similarly, the location of the critical constituenithin the utterance can
affect prosodic marking. In terms of duration, isally marked words occurring
in sentence-initial or sentence-medial positiongeHzeen shown to receive a greater
syllable lengthening than when in sentence-finaitmm (e.g., 40% increase
compared to only a 15% increase respectively,ivelad broad focused renditions,
Cooper, Eady & Mueller, 1985). This pattern in [drening was apparent for both
narrow focus and echoic question renditions (Eadya®per, 1986). The location of
the critical constituent also affed®® contours. For narrow focus, a post-focal
reduction has been seen when focused items ocotenee-initially or medially. In
contrast, thé-0 marking of focused words at the end of an utis¥appears much
less pronounced (Cooper et al., 1985). Furtherntbeedifferences k0 between
statements and echoic questions are far less pnoedwhen the critical word
occurs late in the utterance (Pell, 2001). Thugraihces of the corpus were
classified on the basis of both utterance lengthlacation of the critical constituent

within the utterance.

5.1.Data Preparation

5.1.1.Classification of Utterance Types
Given that the mean number of syllables in therattees of the speech prosody
corpus was 9.50, a sentence was classified as takiong” if it had fewer than ten
syllables, and “long” if it contained ten or mondlables. If the critical constituent
occurred in the first half of the utterance, thealiion was classified as “early”,
whereas utterances containing the critical corestitin the second half of the

utterance were deemed as being “late”. Thus, theeB€nces were allocated into
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one of four possible classificatiohshort sentences with an early critical constituen
(S/E;n = 10), short sentences with a late occurringaaitconstituent (S/Lp = 5),

long sentences with an early occurring criticalteoh (L/E;n = 7), and long
sentences with a late critical item (L#.= 8). The classification of each sentence is

provided in Appendix A.

5.1.2.1dentification of Utterance Phases
As detailed in Chapter 4, each of the 2160 senti@ns was subjected to semi-
automatic phonemic transcription with manual aligmtncorrection. These
transcriptions were used to locate the prosodicalyked constituent (i.e., critical
word) within each utterance. Any content that opetdibefore the critical word was
labelled as “pre-critical”, and any content thdidwed the critical word as “post-

critical”. The auditory features were extractedéach of these utterance phases.

5.1.3.Acoustic Feature Extraction
All acoustic features were determined in Praat (Boe, 2001) using custom-
created scripts. The duration of each utterancegias extracted to derive the
mean syllable duration (calculated by dividing fi@se duration in milliseconds by
the number of syllables in the phase, see AppeAliwhich can be used as a
relative index of speech rate (Dahan & Bernard 6)9%0 determine thEO
characteristics of the utterances, Htecontour was initially extracted for the entire
utterance at 1ms time steps, with a pitch floo8%fiz and ceiling of 300Hz. Octave
jumps were removed from the resulting contour, iatetpolated over voiceless

content before applying a 10Hz smoothing filtere Thean values for each utterance

® Given that the decision to classify the utterarare¢he basis of length and location of the critica
constituent was not an experimental manipulatiah\vaare made after the corpus had already been
recorded, the group sizes are somewhat uneven.
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phase was then determined. Similarly, Fi@erange was calculated by determining
the difference between the minimum and maxinkfwithin each utterance phase.
Finally, mean relative intensity was calculateddach utterance phase, with the
intensity range determined by calculating the défee between the minimum and

maximum intensity values for each utterance phase.

5.1.4.Data Normalisation
To allow for comparisons across different sententtesobtained values were
subjected to a normalisation procedure, with tleabifocused rendition considered
as the baseline version for both narrow focus amdie question renditions. For
each interaction setting, the mean value of thadbfocus renditions (per talker and
sentence) was calculated, with the remaining pricsedditions divided by these
mean values. Thus, a value of 1 after normalisat@responds to no variation
relative to the broad focus rendition (within tinéeractive setting), a value below 1
represents a decrease on the measured parameteryalue greater than 1 indicates

an increase on the parameter.

5.2. Acoustic Analysis

5.2.1.Realisation of Prosodic Contrasts
The acoustic properties expressed as proportiotieediroad focused renditions in
each of the interactive conditions are displayeligure 5.1. For each prosodic
contrast (i.e., focus and phrasing) recorded inAifBanteractive condition, the data
for the extracted acoustic features (at each uiterphase) were analysed using two
analyses of variance, one for the sentence data @nalysed:,, collapsed across

talkers and repetitions), and one for talker dsatébject analyse§:s, collapsed
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across sentences and repetitions). For the senamatgses, 4 x 2 mixed repeated
measures ANOVAs were conducted, with utterance (§p; S/L; L/E; L/L) as a
between-items factor, and prosodic condition (brioads AO; narrow focus AO /
broad focus AO; echoic question AO) as the repeatdédn-items measure. For the
talker analyses, repeated measures ANOVAs were usttdprosodic condition as
the within-subjects factor.

The purpose of these analyses was to confirnthieahuditory tokens
recorded in the AO condition of the corpus confadrtethe typical acoustic
properties descriptive of prosodic focus and pmgasbntrasts (i.e., that the
experimental manipulation and dialogue exchandewase effective in eliciting
prosodic contrasts). Given this objective and teashline reporting, the current
section highlights only the significant main effecf prosody (with full statistical

tables included as Appendix C.1 for both sentemcketalker data).

5.2.1.1. Realisation of Focus Contrasts
As expected, the mean syllable durations of nagrdadused constituents,(1,26)
=456.04p < O.OOl,;yp2 = 0.946;F<(1,5) =45.29p = 0.001,;7p2 =0.901, and post-
focal contentF(1,26) = 46.69p < 0.001;,” = 0.642;Fs(1,5) = 6.68p = 0.0497,”
= .572, were significantly longer in narrow thadd focused renditions.

The meart0 of post-critical content was significantly lowarnarrow than
broad focused renditions in the sentence analygik,26) = 9.88p = 0.004,," =
0.275, but failed to reach significance in the ealanalysisfFs(1,5) = 3.94p =
0.104,;7|02 = 0.441. The fundamental frequency range coveueihg the critical
constituent was significantly greater for narrowudsed than broad focused
renditions F(1,26) = 109.03p < 0.001,;7,)2 =0.807;F<(1,5) =22.22p = 0.005,;7,)2
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= 0.816. This pattern was also mirrored in the esec# analysis for post-focal
contentF(1,26) = 35.56p < O.OOl,;ylo2 = 0.578, but was not found in the talker
analysisFs(1,5) = 4.76p = 0.081,;,° = 0.487.

Mean relative intensity was significantly lowernarrow focused renditions
(relative to broad focused ones) for both pre-gailtiF,(1,26) = 10.16p = 0.004,77|02
=0.281;F5(1,5) =7.67p = 0.039,;1,;,2 = 0.605, and post-critical utterance content,
Fi(1,26) = 261.95p < 0.001,;,> = 0.910;F<(1,5) = 34.21p = 0.002,,> = 0.872,
relative to broad focused productions. Althoughrttean relative intensity was not
higher, the intensity range of the critical consgiit was significantly greater for
narrow focused renditionk,;(1,26) = 52.70p < O.OOl,;ylo2 =0.670;F<(1,5) =67.17,

p <0.001,7,” = 0.931.

5.2.1.2.Realisation of Phrasing Contrasts

Relative to content produced as statements, thaieadly questioned critical
constituents were produced with an expectedly greaean syllable duration,
Fi(1,26) = 279.09p < 0.001,,2 = 0.915;F<(1,5) = 77.60p < 0.001,;,> = 0.939.

The meart0 of the critical constituent was higher for quess, however
this difference only occurred in the sentence aiglif(1,26) = 61.22p < 0.001,
np> = 0.702;Fs(1,5) = 4.31p = 0.093,;,° = 0.463. The post-critical content was
produced with a significantly higher meg@ in echoic questions than for
statements (1,26) = 348.32p < 0.001,5,> = 0.931;F5(1,5) = 32.43p = 0.002,7,>
= 0.866. Thd=0 range covered was also significantly greatehénegchoic question
renditions than in the matched statements for botical, F(1,26) = 104.98p <
0.001,;,° = 0.801;F5(1,5) = 34.35p = 0.003,,” = 0.862, and post-critical content,
Fi(1,26) = 89.66p < 0.001,;,” = 0.775;Fs(1,5) = 14.54p = 0.012,55,° = 0.744.
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The post-critical content in echoic questions wadse produced with
significantly greater mean intensity than statemdn(1,26) = 388.82p < 0.001,
np> = 0.937;Fs(1,5) = 22.68p = 0.005,;,° = 0.819. The intensity range covered was
also significantly greater for echoic question tigods for both critical constituents,
Fi(1,26) = 33.04p < 0.001,7,° = 0.560;F<(1,5) = 23.35p < 0.001,;,> = 0.979, and
post-critical content(1,26) = 93.92p < 0.001,;1,[,2 =0.783;F<(1,5) =18.88p =

0.007,5,° = 0.791.
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the broad focused rendition.
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5.2.2.Effect of Utterance Type
To determine the effect that utterance length andtlon of the critical constituent
within the utterance had on prosodic realisatiba,ibteractions between prosody
and utterance type from the sentence analysis (#gpeéC.1) were examined for
focus (Figure 5.2) and phrasing contrasts (Figusg groduced in the AO interactive
condition.

The basis of the significant interactions wereestigated with a series of
univariate ANOVAs (conducted individually for focasd phrasing in AO
interactive condition) with utterance type as tkéNeen-items factor, interpreted
with a Bonferroni adjusted of 0.025 for multiple comparisohsSidak post-hoc
pairwise comparisons (with 97.5% confidence intlsvaere used to identify where

significant differences occurred between utteragpes.

5.2.2.1. Focus as a function of Utterance Type
The interaction between prosody and utterancewgsesignificant for the mean
syllable duration of pre-critical contemit,(3,26) = 7.64p = O.OOl,;yp2 = 0.4609.
Sidak post-hoc comparisons showed that S/E uttesamad longer pre-critical
syllable durations than S/IMpi = 0.08, Sidak 97.5% CI: 0.01 — 0.15] and L/L
utterancesNlpis = 0.07, Sidak 97.5% CI: 0.01 — 0.13]. L/E pre-catisyllable
durations were also longer than in S/L utteranbésy[= 0.08, Sidak 97.5% CI: 0.00
— 0.15]. When the critical content occurred latéh@ utterance (i.e., in S/L and L/L

utterances), pre-focal reduction in syllable durabccurred compared to broad

® As the data used in the sentence ANOVA were ptapovalues, the value of broad focused
renditions was always “1”, with no variability. Téuthe interactions between prosody and utterance
type are driven exclusively by variations in theguction of the narrow focus/echoic question
renditions. As such, the between-subjects ANOVAdusenterpret the interactions generated the
sameF, p and ;7,32 values as the interaction.
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focused productions. By contrast, the S/E and lt{&ances (i.e., when the critical
constituent occurred early in the utterance) weoelyced with pre-focal
lengthening.

The post-critical duration also differed acrosssadic contrasts as a function
of utterance typeh(3,26) = 13.42p < 0.001,;1,[,2 = 0.608. A significant difference
was found between S/E and SN = 0.158, Sidak 97.5% CI: 0.06 - 0.26], and
between L/E and L/LNlpiz = 0.11, Sidak 97.5% CI: 0.02 - 0.20] utterancesh wie
post-critical content produced with longer syllabileations when the critical
constituent occurred late in the utterances. Prablymthis difference came about
because after the production of a narrowly focusetstituent (marked by enhanced
syllable durations), the production of the remagn@ontent (i.e., post-critical phase)
only gradually returns to something resemblinggfrescritical rate. Given this, when
the critical constituent occurs early in the uttee a greater amount of time is
available for the return in rate compared to whendritical word occurs in the latter
half of the utterance.

A significant interaction was observed between pdgsand utterance type
for post-focalF0, F(3,26) = 3.89p = 0.02,;7|02 = 0.310, however pairwise
comparisons revealed no statistically significaffecences between any individual
utterance class. With the exception of S/L utteeanall utterance types were
produced with a lower medf0 in the narrow focused renditions (when compaoed t
broad focus productions). As with the above accéamdifferences in duration, it
would seem plausible that after an increadeino prosodically mark the focused

constituentF0 would gradually fall back to baseline; an occaceemore likely to
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occur when the utterance is long, or when thecalittonstituent occurs early in the
utterance, but not in S/L utterances where thengheansufficient time.

TheFO0 range of post-critical content also varied acugssrance types,
F(3,26) =10.19p < O.OOl,;ylo2 = 0.540, with post-hoc comparisons showing that
S/L utterances covered a significantly larger gostl FO range than S/BMpi¢ =
0.99, Sidak 97.5% CI: 0.35 - 1.64], L/IMpix = 1.02, Sidak 97.5% CI: 0.34 — 1.69]
and L/E utterancesVpi = 1.06, Sidak 97.5% CI: 0.37 — 1.75]. When this Itsss
considered in conjunction with the data for m&@nacross utterance types (where
the greatest difference from broad focused renastian the critical constituent is
achieved in S/L utterances, see Figure 5.2), tkéfocal FO for S/L utterances
requires the greatest amount of change to retwk toea baseline (although this
may not be entirely successful, as the nie@us also higher for S/L utterances in
post-focal phases, see above).

The intensity range covered during the productibpast-critical content
showed a prosody by utterance type interactg(3,26) = 3.13p = 0.043,;1,02 =
0.265. However, no pairwise comparisons were sigamnt, with a similar pattern of

intensity range observed across all four utterayyes.
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5.2.2.2. Phrasing as a function of Utterance Type
The prosody by utterance type interaction was gt for pre-critical content
duration,F(3,26) = 4.03p = 0.018,;1,;,2 = 0.317. Although utterances containing a
late critical constituent tended to be pre-criticahortened (and pre-critical
lengthening when the critical word occurred eanlyhie utterance), none of the
pairwise comparisons were statistically significant

The interaction was also significant for the meglhable duration of post-
critical contentf(3,26) = 8.86p < 0.001,;1|02 = 0.506; however the opposite pattern
was observed for pre-critical duration. The pogieal syllable durations of S/L
utterances were significantly greater than both[8lgsx = 0.13, Sidak 97.5% CI:
0.04 - 0.22] and L/E utterancdd iz = 0.14, Sidak 97.5% CI: 0.04 - 0.23].

For post-criticaF0, a significant interaction between utterance pe
prosody was found;(3,26) = 3.12p = 0.043,;7,[,2 = 0.265. Although the medf0
was greater in S/L than other utterance types aimvjse comparisons were
significant.

A significant interaction between prosody and attee type was found for
theFO range of the critical constitueft(3,26) = 4.11p = 0.016,;7,[,2 =0.322.
Although no pairwise comparisons were significaim, pattern of data indicated that
utterances with critical constituents occurringha latter half were produced with
greater~0 ranges than when the critical constituent occlimehe first half.

Post-critically, the interaction was also sigrafit, F((3,26) = 6.87p = 0.001,
npz = 0.442, driven by the S/L utterances coveringuaimgreateF0 range than all

other utterance types [vs. SMpix = 2.96, Sidak 97.5% CI: 0.73 — 5.18; vs. L/E;
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Mpitt = 2.99, Sidak 97.5% CI: 0.61 — 5.36; vs. LWy = 2.58, Sidak 97.5% CI:
0.27 — 4.90].

The interaction between prosody and utterancewgsesignificant for the
mean relative intensity of post-critical contdr(3,26) = 3.60p = 0.027,;1|02 =
0.294. Pairwise comparisons showed that the pdstatiphase of S/L utterances
were produced with greater intensity than L/E aitees Mpiz = 0.03, Sidak 97.5%

ClI: 0.00 - 0.06].
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Figure 5.3. Acoustic properties of echoic questemditions recorded in the AO interactive
condition (expressed as a proportion of the broadged AO rendition), as a function of

utterance type, collapsed across talkers and ssagen

5.2.3.Effects of Interactive Setting
To determine whether the talker being able to Beeriterlocutor had any impact on

the realisation of prosodic contrasts, the rendgicecorded in the AO setting were
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compared to those recorded in the FTF settingdtn barrow focus and echoic
questions (see Figure 5.1). For each of the acopstperties at each utterance
phase, the renditions across interaction settirgge wompared with two analyses;
one for the sentence data (item analyBescollapsed across talkers and repetitions),
and one for talker data (subject analy$gsccollapsed across sentences and
repetitions). For both analyses, a repeated-mea@dNEOVA was conducted, with
interaction setting (AO; FTF) as the within-subgeitem. Full statistical tables are

included in Appendix C.1 for sentence and talkeada

5.2.3.1. Focus Contrasts across Interactive Settings
Syllable duration for the critical constituent wgeater in the AO than in the FTF
setting across both analység/1,29) = 8.26p = 0.008,;7p2 =0.222;F<(1,5) = 6.99,
p= 0.046,;7p2 = 0.583. The post-critical utterance content was produced over
longer durations in the AO than FTF settiRg1,29) = 7.70p = 0.010,;7|[,2 =0.210,
however this difference did not reach significaircéhe analysis by talkeEs(1,5) =
4.36,p = 0.0917,” = 0.466.

The interactive setting also had an effect initéwa analysis for mean
intensity of critical constituents, with greateffeliences in intensity relative to
baseline (broad focused renditions) being foundA©Orthan FTF recordings,
Fi(1,29) = 11.60p = 0.002,;,° = 0.286;F<(1,5) = 4.18p = 0.096,7,> = 0.455. The
intensity range of post-critical utterance phasas also larger compared to baseline
for AO than FTF renditionds(1,29) = 7.38p = 0.011,;,> = 0.203;Fs(1,5) = 2.15p

=0.202,,° = 0.301.
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5.2.3.2. Phrasing Contrasts across Interactive Settings
Only one difference between interactive settings wlaserved for phrasing
contrasts. This difference was found for the medenisity of post critical utterance
contentF(1,29) = 17.68p < 0.001,;7,[,2 = 0.379, with the difference between echoic
question renditions relative to baseline (broadi®deing greater in AO than FTF
recordings. However, this difference was observdy for the sentence analysis, not

the talker analysig;s(1,5) = 2.57p = 0.170,,° = 0.340.

5.2.4.Idiosyncratic Talker Strategies

It was evident from both the analysis of prosodilisations and the examination of
the effect of differing interactive settings that rall talkers used the same pattern of
acoustic features to contrasts focus and phrasmg,the different interactive
settings. This is reflected by the absence of gectein the talker analysis (with data
collapsed across sentences) when the sentenceiar(alyllapsed across talkers)
showed significant differences. Indeed, some featsuch as lengthening of syllable
durations for the critical constituent in the reation of narrow focus and echoic
guestions (Figure 5.4), or an increase in posicatimeanF0 for echoic question
realisation (Figure 5.5), are consistently produaeass talkers and sentences;
however some features are utilised only by a singmall selection of talkers.

To investigate this further, a series of analysesveonducted individually
for each talker, comparing the realisation of pdisdocus and phrasing, and
differences in the realisation of these contrastess interactive conditions. The way

each contrast was realised by individual talkeshiswn in Figure 5.4 to Figure 5.8.
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5.2.4.1. Idiosyncrasies in Focus Realisation
A series of repeated measures within-subjects ANSWere conducted
individually for each talker, comparing the broatianarrow focused renditions (in
the AO interactive condition) for each acoustidfiea at each utterance phase (full
statistical tables are included in Appendix C.1).

For the realisation of narrow focus (relative te tiroad focused rendition),
all six talkers consistently elongated both th&éaal and post-critical syllable
durations, reduced the intensity of the pre- arst-fmcal utterance content (Figure
5.7), and covered a greater intensity range duhagroduction of the critical
constituent (Figure 5.8). Furthermore, all talkexseased the range B0 covered
for the critical constituent, but did this at vargidegrees hence explaining the
absence of a talker effect in the original sentearaysis (see Figure 5.6,
particularly Talker 4).

Two other features achieved significance in thgioal sentence analysis
without an effect across talkers. The first of thess a post-focal reductionkd;
three of the six talkers produced post-criticag¢rghce content with a lower mea
than in broad focused renditions [TalkeiF{1,29) = 19.20p < 0.001,;7,[,2 =0.398;
Talker 2:F(1,29) = 19.87p < 0.001,> = 0.407; Talker 3F(1,29) = 21.18p <
O.OOl,;ylo2 = 0.422]. Interestingly, the remaining three tatkeonsistently produced
post-focal content with an increased range relative to broad focused productions
[Talker 4:F(1,29) = 8.19p = 0.008,;,% = 0.220; Talker 56(1,29) = 7.59p = 0.01,
np> = 0.207; Talker 6F(1,29) = 7.26p = 0.012,° = 0.200, see Figure 5.6].

In addition to using these acoustic features tckraararrowly focused word,

some talker-specific features were also observedekample, Talker 2 produced
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pre-critical content in narrow focused renditiongva lower range of0, F(1,29) =
8.39,p= 0.007,;7,[,2 = 0.224; and a reduction in the intensity rangpasit-critical
contentF(1,29) = 23.53p < 0.001,77|02 = 0.448. By contrasts, two other talkers
produced post-critical utterance content with ameased intensity range (Talker 5:
F(1,29) = 11.85p = 0.002,;,”> = 0.290; and Talker 63(1,29) = 8.93p = 0.006,;,>
=0.236). Finally, Talker 4 uniquely realised mavly focused critical constituents
with an increase to both me&f, F(1,29) = 24.38p < 0.001,;7,[,2 = 0.457; and mean
intensity,F(1,29) = 31.34p < 0.001,;7,[,2 =0.519, in comparison to broad focused

tokens.

5.2.4.2.Idiosyncrasies in Phrasing Realisation
With respect to the realisation of focus, the atiodsatures (at each phase of the
utterance) were analysed per talker in a seriespgfated measures within-subjects
ANOVAS that compared broad focused and echoic questnditions recorded in
the AO interactive condition (full statistical taislare included in Appendix C.1).

As expected, the analyses showed that all sietsl&onsistently produced
echoic questions (relative to broad focused tokeiit) greater syllable duratioR0
range and intensity range on the critical constitsieand greatd¥0, FO range,
intensity, and intensity range for post-criticalenance content. Furthermore, all but
one talker (i.e., Talker 1) produced the criticahstituent in echoic question
renditions with a greater me&@ than in the broad focused renditions.

The acoustic properties of pre-critical utteraocsetent were highly variable
across talkers. For example, the pre-critie@lin echoic questions was reduced by
two talkers [Talker 1F(1,29) = 6.09p = 0.020,;,° = 0.174; Talker 4E(1,29) =
10.34p= 0.003,;7,,2 = 0.263], maintained by two talkers (Talker 2 &gdand
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enhanced by the remaining two talkers relativerta focus renditions [Talker 5:
F(1,29) = 6.47p = 0.017 41,° = 0.182; Talker 6£(1,29) = 10.60p = 0.0037,° =

0.268; see Figure 5.5]. Talkers 5 and 6 also el@agthe syllable duration of pre-
critical content in echoic questions [Talker%1,29) = 6.82p = 0.014,;7,[,2 =0.190;

Talker 6:F(1,29) = 8.16p = 0.008,2 = 0.219].

5.2.4.3.Idiosyncrasies across Interactive Settings
Whereas the pattern of acoustic features usedtseerosodic contrasts were
similar across talkers, the same was not the casssithe interactive settings. The
acoustic features at each utterance phase werecseidbjto a series of post-hoc
repeated measures ANOVAS for each talker, compdhn@garrow focus and echoic
question renditions across interactive settings.

The outcome of these analyses showed no consgdtategies across talkers
when visual information about their interlocutorsa@o longer available (i.e., in the
AO condition) for either focus or phrasing contsasiowever, talkers produced
patterns of change in certain properties acrosa@and FTF settings. For
example, with respect to narrow focus, Talker 1 @mcreased mean syllable
duration across all three utterance phases maretee AO than FTF setting, Talker
1 [Pre-Critical:F(1,29) = 4.61p = 0.040,;7|[,2 =0.137; CriticalF(1,29) =8.27p =
0.004,;,° = 0.222; Post-CriticaF(1,29) = 10.42p = 0.003,;,° = 0.264] and Talker
6 [Pre-Critical:F(1,29) = 4.86p = 0.036,;7p2 =0.143; Critical+(1,29) = 6.17p =
0.019,5,° = 0.175; Post-CriticaF(1,29) = 6.31p = 0.018," = 0.179]. In contrast,
Talkers 2 and 3 increased the mean intensity oftitieal constituent more
(compared to broad focused renditions) in the A&ntRTF interactive condition
[Talker 2:F(1,29) = 5.18p = 0.03,,° = 0.152; Talker 3F(1,29) = 4.99p = 0.033,
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npz =0.147]; Talker 5 appeared to use a combinatf@reater fundamental
frequency when producing narrow focused tokens@nsiuations compared to FTF
productionsf(1,29) = 5.42p = 0.027,77|02 = 0.158; and intensity;(1,29) = 17.82p

< 0.001,,° = 0.381.

Compared to the narrow focus, there were far faiféarences between
interactive settings for the echoic question readg. As it turned out, three talkers
produced post-critical content with a greater istgnin the AO than FTF setting
[Talker 2:F(1,29) = 6.32p = 0.018;,> = 0.179; Talker 4E(1,29) = 15.47p <
0.001,7,> = 0.348; Talker 56(1,29) = 12.17p = 0.002;, = 0.296]. Talker 5 also
produced the critical constituent at a greatemisitg, F(1,29) = 9.54p = 0.004,;7,[,2
=0.247, while Talker 6 elongated the syllable tioraeof all utterance phases more
in the AO than FTF settings [Pre-Criticé1,29) = 4.45p = 0.044,;7,[,2 =0.133;
Critical: F(1,29) = 7.27p = 0.012,;7,[,2 = 0.200; Post-CriticaF(1,29) = 10.12p =

0.003,5,° = 0.259].
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5.3.Spectral Analysis

5.3.1.Data Selection
In addition to measuring broad acoustic properties fine-grained acoustic-
phonetic characteristics across prosodic conditamusinteractive settings were also
examined by determining vowel space propertiean€asure vowel space, a sub-set

of nine of the original 30 utterances were seleateghich the first vowel of the

critical constituent was one of the corner-most &lvof the corpus [i.e., /a,o:/].

These sentences (and their associated vowelsy@reled in Table 5.1. As each
sentence was recorded twice within each prosodiagrdaractive condition, a total
of 18 vowel tokens were used to calculate the vapate for each talker within

each condition.

" A preliminary version of these analyses appeare@vejic, E., Kim, J., & Davis, C. (2010).
Modification of prosodic cues when an interlocutannot be seen: The effect of visual feedback on
acoustic prosody productioRroceedings of the #0nternational Congress on Acoustics, Sydney,
Australia,Paper ID: 521, pp. 1-7.
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Table 5.1. Sub-set of sentences within the recocdegls containing the corner vowels
within the critical item. Critical words appearbnackets. IPA glossing is of standard

Australian English.

IPA Glossing
Vowel Utterance of Critical
Word
leel  The weight of the [package] was seen on the $tgle Ipakids/
It was hidden from sight by a [mass] of leaves simaibs /ma
Hold the [hammer] near the end to drive the nail /haama:/
It/ Itis a band of [steel] three inches wide Ist:l/
The lobes of her ears were [pierced] to hold rings /prost/*
This is a grand [season] for hikes on the road [st:zan/
[/ Clams are round, [small], soft and tasty /smo:l/
A [small] creek cut across the field /smo:l/
The set of china hit the [floor] with a crash Ifl2:r/

* Only the 4/ segment of the diphthong/was examined in the analysis.

5.3.2.Spectral Feature Extraction and Processing
The phonemically aligned acoustic signals were tigextract the critical phonemes
listed in Table 5.1. The steady state values feffiist and second formants1 and
F2 respectively) were then determined in Praat (Boet 2001) using the procedure
outlined in Munhall, MacDonald, Byrne and Johnsr(@@09). The acoustic signal
was initially down sampled to 10 kHz, before caéting formant frequencies by
applying a 25ms sliding window (with steps of 1rnwsjhe signal, with the steady

state value being determined by averaging 40%eofdhmant estimates between 40
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and 80 percent of the total vowel duration. Theaotgtd values were then converted

to the perceptually-motivated Mel scale (Fant, J9¥%3ng (1):

M = (507) % Cog((5755) + 1) ®

log?2
whereM andF are frequency values expressed as Mels and Hesjzectively
(Bradlow, Toretta & Pisoni, 1996). Each talker’'smed space for broad focus,
narrow focus and echoic questions in both AO anB ifteractive settings was then
represented by the location of the 18 vowel measents within thé=1 by F2
space.

The vowel triangle area was then calculated byrdeteng the Euclidian

area covered by the triangle defined by the meaaoh vowel category, using (2):

VT Area (Mels®)= \/(SX(S-AL)X(S-BL)X(S-CL)) (2)

Ap+B+Cy,

whereS = andA,, B, andC, are the Euclidean distances in Mels between

vowel category centres /ae/ id,//:/ to /:/ and b:/ to /ae/, respectively.

To calculate the between-category dispersionirteéan of the Euclidean
distance between th€l-F2 vowel space midpoint, and each of the 18 recorded
vowel tokens was determined for each talker. Treasuare indicates the overall
expansion (or compaction) of the vowel space (Bnadit al., 1996), with a greater
dispersion value suggesting that the vowel categaviere produced to be
perceptually more distinct from each other. Withategory dispersion was
calculated in a similar way, by determining the liflean distance between the
midpoint for each vowel category, and each meastiatesh within that category
(with the mean obtained for these values). Thissmesmprovides an indication of

individual vowel category dispersion, indicatingisgstency (or variability) of
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individual vowel productions across repetitionshwiteach prosodic category and
interactive condition. In addition to vowel triaeghrea, within-category dispersion
and between-category dispersion, BieandF2 range was also measured by
calculating the difference between the formant maxand minima. All calculations

were carried out in Matlab using custom writterifgst

5.3.3.Analysis Results

Table 5.2 displays the mean spectral propertidaused across talkers for each of
the prosodic and interactive conditions. A seriegaired-samplestests were
carried out in order to compare the spectral pitoggeof broad to narrowly focused
renditions, and broad focus to echoic questionkiwthe AO condition, as well as
comparing the spectral properties of each prosoahclition between the AO and
FTF interactive settings.

The vowel triangle areas were larger for bothmaly focused {xo(5) =
4.34,p = 0.007] and echoic question productiags(s) = 3.05,p = 0.028] relative
to broad focused renditions (see Figure 5.9). Nferdinces were observed across
interactive settings, with the size of vowel spagpansion across prosodic
conditions the same regardless of the visual awétlaof the interlocutor. This
suggests that when critical vowels are either fedus questioned, vowel categories
are made perceptually more distinct from each offfeis is further supported by the
measure of between-category displacement, showatdgdr both narrow focus
[tao(5) = 5.00,p = 0.004] and echoic questiorgd(5) = 3.75,p = 0.013] vowel
category centroids were located a greater distameg from the vowel space

midpoint than when produced in a broad focusedexarfFigure 5.10). As with the
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measure of vowel triangle area, no differences betwhe interactive settings were
found for between-category displacements.

The measure of within-category displacement (@isplacement of each
individual vowel token from the vowel category madipt) was similar across all
three prosodic contexts and interactive settings. expected from an increase in
vowel space area, tiel andF2 range was greater for both narrow fodus: [tao(5)
= 4.56,p = 0.006;F2: tao(5) = 3.53,p = 0.017] and echoic question conte&d |
tao(5) = 3.86,p = 0.012;F2: tao(5) = 3.15,p = 0.026] compared to broad focused

renditions, with no effect of interactive settinigserved.
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Table 5.2. Spectral properties of critical vowel#lf standard deviations) for the corner

vowel subset as a function of interactive conditamid prosodic context, collapsed across

talkers,n = 6.
Vowel Between-  Within-
. . F1 F2
Prosodic Triangle Category  Category
_ ) ] _ Range Range
Context Area Dispersion Dispersion
, (Mels) (Mels)
(Mels?) (Mels) (Mels)
Auditory Only (AO) Interactive Setting
100778.07  323.01 61.68 368.85 876.36
Broad Focus
(44825.63) (60.89) (24.10) (49.29) (115.39)
151058.14  389.71 65.58 460.72 1017.19
Narrow Focus
(65737.88) (71.08) (16.09) (79.91) (143.34)
13893251  373.56 65.47 436.31 958.70

Echoic Question
(71262.04)  (88.25) (37.09) (66.74) (158.05)

Face-to-Face (FTF) Interactive Setting

99352.36 321.16 57.48 366.76  871.45

Broad Focus
(32999.22) (44.25) (17.15) (43.53) (86.21)
139769.26 380.81 77.26 455.79 1020.24

Narrow Focus
(55779.15) (66.28) (33.11) (80.24) (148.99)
134311.80 373.21 66.77 430.35 979.60

Echoic Question
(54514.60) (61.60) (41.53) (54.07) (118.05)
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Figure 5.10.
question utterance renditions in the AO (left) &TdF interaction settings (right), collapsed

across talkers.

5.4.Summary

5.4.1.Realisation of Prosodic Contrasts

Overall, the properties of the narrow focussedrattees and the echoic questions

corresponded to those typically described in tteediure. Furthermore, most of
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these characteristics were present in both theseatand talker analyses,
suggesting that there was a degree of consisteercytypical cues used) across
talkers in the way that prosodic contrasts werésed

Relative to broad focused renditions, narrow fagitisrances were produced
with elongated syllables for the critical and postical phases. Although the mean
FO did not differ between focus conditions on catiaords, a post-focal reduction
in FO was observed in narrow focused renditions. Sihgjléhere was an increased
range ofF0 covered during critical and post-critical uttezamphases for narrow
focused productions. Although the focused wordsewet produced at increased
intensity levels, the content that followed wasdueed with decreased intensity,
coupled with greater intensity range on the critgcastituent; this would serve to
make the focused word more salient. Spectrallyjritial vowels within focused
constituents were produced over a larger vowelespammpared to the broad
focused case), making them more distinct from exdloér.

For echoic questions, the critical words were galheproduced with
increased syllable durations, with a greater nigaandF0 range than declarative
statements (i.e., broad focused renditions). Thissiase in meaR0 andFO range
was maintained for post-critical utterance phak#snsity and intensity range was
also greater in post-critical echoic questions tinastatements. This combination of
intensity and=0 manipulations likely serve as an indicator ttrahe form of a
response from the interlocutor is required (as spddo statements that tend to
signal finality with a declination on post-criticatensity and-0). As for the narrow

focus case, echoically questioned vowels were medito be more distinct from
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each other (i.e., expanded vowel space with ma@gedsion between categories)
than when the same vowels were produced in braadéal statement renditions.

Some differences in acoustic properties were appaea function of the
utterance length and the location of the criticaistituent within the utterance.
Although utterance length and critical constituecation have been previously
reported to play a role in modulating acoustic ertips, the current results were not
entirely compatible with those previously reporedy., Cooper et al., 1985; Eady &
Cooper, 1986; Pell, 2001). For example, Pell (208fbrted that longer (but not
shorter) narrowly focused sentences tended todmbuped with a pre-focal reduction
in syllable duration when the narrowly focused ¢itnsnt occurred late within the
utterance. In contrast, the results of the curaealyses showed that the location of
the critical constituent (regardless of utterarerggth) impacted on pre-critical
duration, with both short and long utterances rgngipre-focal shortening when the
critical constituent occurred late in the uttergraoed pre-focal anticipatory
lengthening when the focused word occurred in itisé Hialf of the utterance.

Eady and Cooper (1986) reported that when thecatitionstituent occurred
in sentence initial or medial position (rather tis@mtence-final) the critical
constituent had greater lengthening in both naffamus and echoic question
renditions (relative to broad focused ones). In parnson, the analysis of the current
corpus showed no difference for the critical wagdardless of utterance type, but
did find differences in the content that followée tcritical constituent (i.e., post-
critical content). That is, compared to sentenclkesresthe critical constituent
occurred early, post-critical content in sentengils a late occurring critical

constituent showed greater durational lengthemrfgéused and questioned
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renditions (relative to broad focused statemeitisis pattern could be accounted for
by assuming that after prosodically marking a caitconstituent using increased
syllable duration, the talker’'s speech rate grdglwaturns to that exhibited pre-
critically; in addition, for utterances with a latgtical constituent, it could be
assumed that there is insufficient time to compllei® readjustment process.

One reason for the differences between the cuamghprevious studies may
be due to how utterance length has been classRigltl(2001) defined short
utterances as containing six syllables, while serge containing ten syllables were
deemed to be long. In contrast, the current stadiyned a short sentence as anything
less than ten syllables, and as such, some ohtire tterances (e.g., those with
nine syllables) may have more in common with utiees classified as “long” in
previous studies. Furthermore, the distinction leetw“early” and “late” critical
constituents in the current analyses was basedsasentences of differing
segmental content rather than moving which wordhiwithe same sentence was
prosodically marked. These differences, when camsitlalong with the
idiosyncrasies observed across talkers in thesqatiz realisations, may explain

why the same patterns across utterance types webgerved.

5.4.2.Differences as a function of Interactive Setting
Although the examined properties revealed (the eeol differences between the
prosodic focus and phrasing contrasts, only a fé@rdnces were apparent as a
function of the interactive setting (AO vs. FTFarRhe realisation of narrow focus,
mean syllable duration, mean relative intensity iawehsity range of critical
constituents, along with the syllable duration o$facritical content were greater

when the interlocutor could not be seen (i.e.henAO condition) when compared to
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the FTF condition. For phrasing, the only differemmbserved was in the mean
relative intensity of post-critical utterance carttewith a higher intensity level for
AO recordings.

It should be noted that these effects across ictiggaconditions pertained
predominantly to the sentence analysis collapsembadndividual talkers. That is,
these effects were not significant in the talkealgsis (when collapsed across
utterances) and as such need to be interpretectaitiion. Furthermore, it is yet to
be determined whether these modifications havepangeptual consequences for
how linguistic prosody is conveyed (this is exptbie the next chapter), or whether

such changes are accompanied by changes in thed gignal (see Chapter 7).

5.4.3.Talker Idiosyncrasies
Before moving on to the next chapter, it is wortiinping out that as well as the
acoustic properties that were consistently usethlgrs to contrast narrow from
broad focused statements, and echoic questionsdeatarative statements, some
idiosyncratic strategies in how these contrasts@gmealled were also employed. This
is also apparent when comparing how talkers chémgproduced speech signal
depending on whether or not they can see theirasational partner. Whether these
differences are associated with variation acrdgeisin the visual prosodic cues
used, or impact on the perception of prosody, lithér explored in the following

chapters.
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Chapter 6. Perceptual Rating of Auditory Prosody’

In Chapter 5, a range of acoustic differences viearad between broad and narrow
focused utterances, and between phrasing confraststatements and echoic
questions), with some of these differences beiegtgr in the AO interactive setting
than the FTF one. This chapter investigated howeliifferences in acoustic
measures between the two interactive settings médditie to the perception of
prosody by using perceptual measures (i.e., sugetings of the degree of focus,

or clarity of the statement-question contrast).

6.1. Experiment 7: Effects of Seeing the Interlocutor orthe Production of

Prosodic Contrasts

The ability of a perceiver to see the talker imeefto-face situation facilitates the
perception of both content (Summerfield, 1992) prasody (Foxton et al., 2010)
compared to when only the auditory signal is abddaFurthermore, talkers appear
to attune the production of their speech signatsonty to the prevailing auditory
conditions (Cooke & Lu, 2010) but also take inta@amt whether the person they
are conversing with can be seen or not. For examglen speaking in noise, talkers
modify both their auditory speech and their vissg@ech in an attempt to make the
produced speech more distinct (with visual spedéamges particularly in FTF
communication, see Fitzpatrick et al., 2011; Gareteal., 2010).

Here, the effect of the talker being able to seen(d see) an interlocutor on

the production of prosodic focus and phrasing engxed. One reason why the

8 parts of this chapter (i.e., the key aspects@f#isults) appear in: Cvejic, E., Kim, J., & Das,
(revision under review). Effects of seeing theiilsteutor on the production of prosodic contrasts.
Journal of the Acoustical Society of America
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expression of prosody might differ across FTF a@skuations comes from a
straightforward extension of Lindblom’s Hyper—Hypesgch theory (Lindblom,
1990, 1996). In essence, Lindblom proposed thiétsldynamically tune speech
output to be distinctive enough for the listeneathieve lexical access. This tuning
was conceived in terms of a push-pull process iichvproduction moves away from
a default low-cost mode when forced to do so bycthrestraints imposed by the
environmental or communicative setting. Constraimspeech output are often
considered in terms of noise in the environmentdantinclude any factor that
affects the effectiveness to which the speech imébion can specify intended
meaning. In this regard, it is proposed that natdpable to see the interlocutor
imposes a constraint on speech production (asitioiation reduces the amount of
speech information available) and as such, speexuped in AO settings would
typically be more salient compared to that produodeT F settings.

Lindblom’s theory was proposed in terms of speadilpction being
regulated by whether the listener can achieve #éxccess (based upon phonetic
discrimination) but production could equally beukged with respect to the
perception of prosody (as this too affects the nmgpaf an utterance). Given this, it
was assumed that talkers in an AO setting wouldp=asrsate for visual prosody
information no longer being available to the cosagional partner by making
auditory cues to prosody more salient. This ides wiially tested in the previous
chapter by comparing the acoustic characteristlmgtiistic prosodic contrasts
produced in AO and FTF settings. For narrowly facligtterances, the critical
constituent was produced with greater syllable tioma and mean intensity, while

post-focal content was produced with elongatedabidls and a greater intensity
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range in conditions where the talker could no lorsge the interlocutor (i.e., AO
setting) compared to the FTF setting, whereas eapgstions recorded in the AO
setting were produced with only an increase in-pastal intensity (relative to FTF
renditions). In Experiment 7, the perceptual eftddhese differences was explored

by collecting subjective ratings of the perceiveeémsgth of these contrasts.

6.1.1.Method

6.1.1.1.Participants
Ten postgraduate psychology students at UW&{= 29.2 years, 5 females)
participated in the prosodic rating tasks. All gapants were native English
listeners with self-reported normal hearing, nolkn@ommunicative deficits, and
no explicit phonetic trainingrhese participants were naive to the fact thatrteke

were recorded across differing interactive settings

6.1.1.2.Materials
Nine of the sentences produced by all six talkersss prosodic conditions and
interactive settings were selected from the reabmbepus for use as stimuli. These
sentences were the ones examined in the specailgsendetailed in Chapter 5
(listed below in Table 6.1), each of which contaim@e of the corner-most vowels
of the corpus in the initial consonant-vowel (Cyl)a&ble of the critical constituent.
A sub-set of utterances were used (instead ifuhedrpus) to keep the total
duration of the experimental tasks to a manageabienum, with these particular
utterances selected based on the expectationaima spectral differences may have
been apparent across interactive setting (this iemwgas not the case as elucidated

in Chapter 5).
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Table 6.1. Stimuli sentences used in the prosadiilygéasks. The critical constituent is

italicised.

Sentence Segmental Content

[EEN

The weight of th@ackagewas seen on the high scale
It was hidden from sight byraassof leaves and shrubs
Hold thehammemear the end to drive the nail

It is a band o$teelthree inches wide

The lobes of her ears weasercedto hold rings

This is a grandeasorfor hikes on the road

Clams are roundgmall soft and tasty

A smallcreek cut across the field

The set of china hit tH&or with a crash

© 00 N O O A~ W N

Acoustic analyses were conducted on these uttesda@nsure that they
exhibited the general properties found in the mesichapter. The data for each
acoustic parameter (for each utterance phasepéoisfand phrasing contrasts were
independently subjected to a series of repeatedumesa ANOVAS, with prosodic
condition as a within-items factor, for both semtedata (item analysik;;
collapsed across talkers) and talker data (subjeaysis Fs; collapsed across
sentences). The critical constituents of narrosu$ed tokens (relative to broad
focus) were produced with greater mean syllablatitum, F(1,8) = 127.32p <
0.001,;,° = 0.941;F5(1,5) = 49.69p = 0.001,° = 0.909, and covered a higted
range,Fi(1,8) = 37.65p < 0.001,,° = 0.825;F<(1,5) = 23.94p = 0.005;, =
0.827,and intensity rangg,(1,8) = 13.83p = 0.006,;7p2 =0.634;F<(1,5) = 122.09,
p < 0.001,;7p2 = 0.961. Post-critical content showed a lower magensity than the
same content in broad focused renditidn€l,8) = 269.30p < O.OOl,:yp2 =0.971;

Fs(1,5) = 10.62p = 0.022,,” = 0.690.
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For phrasing contrasts, in comparison to statemsgditions the critical
constituents of the echoic question renditions vpeogluced with longer syllable
durationsF(1,8) = 128.74p < 0.001,° = 0.941;F<(1,5) = 77.38p < 0.001;,° =
0.939, higher meaR0, F(1,8) = 39.34p < 0.001 4,2 = 0.831;Fs(1,5) = 7.40p =
0.042,5,° = 0.597, greateff0 rangeF(1,8) = 46.66p < 0.0017,” = 0.854;F<(1,5)
= 39.48,p = 0.002,;,° = 0.888, and intensity rangé,(1,8) = 6.38p = 0.035;,° =
0.444;F<(1,5) = 40.89p = 0.001,;7,[,2 = 0.891. Post-critical content was produced
with significantly greater mear0, F(1,8) = 210.22p < 0.001,;7,[,2 =0.963;F<(1,5)
= 24.62,p = 0.004,° = 0.831, mean intensit§,(1,8) = 72.45p < 0.0017,° =
0.901;F¢(1,5) = 25.95p = 0.004,;7,[,2 = 0.835, largeFO0 rangeF(1,8) = 39.48p =
0.002,5,° = 0.888;F5(1,5) = 30.96p = 0.001,,” = 0.795, and intensity range,
Fi(1,8) = 35.64p < 0.001,> = 0.817;F5(1,5) = 12.26p = 0.017,> = 0.710, than
equivalent content produced in a broad focusedrsi@it context.

Across interactive settings, data for each parangiteeach phase of the
utterance) for narrow focus and echoic questioenskvere independently subjected
to a series of repeated measures ANOVASs, withactere setting (AO; FTF) as a
within-items factor. Narrowly focused tokens weredquced with critical
constituents of greater mean intensiy{1,8) = 7.65p = 0.024,77|02 = 0.489;F<(1,5)
=1.37 p = 0.295, and post-critical content with a greatégnsity range in the AO
than FTF settings(1,8) = 7.77p = 0.024,” = 0.493;F<(1,5) = 4.11p = 0.098.
For phrasing, two features were found to diffeloasrthe interactive settings. The
mean syllable duration of the critical word wasagee (relative to baseline) for AO

than FTF recordings;,(1,8) = 6.52p = 0.034,77|o2 = 0.449;F5(1,5) = 23.92p =
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0.005,77|02 = 0.827, as was the mean intensity of post-ctitid@rance content,

Fi(1,8) = 13.08p = 0.007 77,2 = 0.621;F(1,5) = 26.60p = 0.004;,> = 0.842.
As the intensity level of the tokens differed asrtalkers and interactive

settings, the mean intensity of each token was alsed to 65dB using Praat

(Boersma, 2001).

6.1.1.3. Procedure
The utterances were presented to listeners in exceptual tasks: subjective rating
of the degree of focus, and the perceptual clafityre statement-question contrast.
For the focus rating task, participants were ifiitipresented with the critical word
printed in text on-screen, followed by an audittwien of an utterance, and then
asked to rate the degree of focus received onritieat constituent within the token
using a 7-point Likert scale (with a response dfittlicating that the constituent
received no focus, and “7” indicating that the waras clearly focused). In total,
162 stimulus items were presented, comprisingsahgle repetition of each of the
nine sentences produced as a broad focused ren(itithe FTF setting), a narrow
focus rendition recorded in the FTF setting, amduaow focus rendition recorded in
the AO setting, from each talker (i.e., 6 talker@ sentences x 3 conditions).
Presentation of items was blocked by talker wigspntation order between- and
within-blocks randomised by the presentation saen(®MDX; Forster & Forster,
2003).

The phrasing rating task was similar to the foaisg task except that
participants were asked to rate the utteranceaamtinuum of “statement” (by a
response of “1”) to “clearly phrased question” ébyesponse of “7”) for broad
focused statement renditions and echoic questenwded in the FTF and AO

123



Chapter 6: Perceptual Rating of Auditory Prosody

settings. The broad focus token used was alwayffemetht one from that which
appeared in the focus rating task, so participaete never exposed to the same
token more than once. For both tasks, participaete informed that there was no
“correct” answer, and were encouraged to use thgptaie range of the rating scale
responses. Furthermore, the participants werenstiuicted in any way as to what
features to base their judgements on. The ordexs&fcompletion was counter-
balanced. DMDX was used for stimuli presentatioith warticipants hearing the

speech items binaurally over Senheiser HD650 stegadphones.

6.1.2.Results
The ratings were subjected to a series of repeatatures ANOVAs for each
perceptual task; a subject analysts) (with prosodic condition, talker and sentence
as within-items factors; and an item analy&ig (ith prosodic condition, talker and

rater as within-items factors.

6.1.2.1.Perceptual Rating Scores for Focus Contrasts
The mean ratings (collapsed across sentencesthbftai&er’'s production of focus
for the AO and FTF conditions are presented in ldgul. Significant main effects
were found for prosodic conditioRg(2,18) = 761.81p < 0.001,77|02 = 0.99;F(2,16)
= 898.63p < 0.001,7,” =0.99, as well as talkefFg(5,45) = 14.20p < 0.001 7, =
0.61;F(5,40) =9.95p < 0.001,;7,[,2 = 0.55. The talker by prosodic condition
interaction was also significarkg(10,90) = 10.79p < 0.001,;7,[,2 = 0.55;F(10,80) =
7.32,p< 0.00l,npzz 0.48. Sidak post hoc comparisons showed thatkmaused
renditions were rated significantly lower than warrfocus productions in both the
FTF [Mpir = 3.71, Sidak 95% CI: 3.33 — 4.09] and Al@ds = 4.25, Sidak 95% CI:

3.84 — 4.65] conditions. A pairwise comparison ey kontrast between the AO and
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FTF productions confirmed that AO narrow focus igads were rated significantly
higher (i.e., as having stronger focus on theaaitword) than those renditions

produced in the FTF conditioMpi; = 0.54, Sidak 95% CI: 0.32 — 0.76].

® Broad Focus (FTF) ® Narrow Focus (FTF) ® Narrow Focus (AO)

7.00 -
6.00 -
25.00 -
8400
g 3.00 -
£ 2.00 -
1.00 -
0.00 -

1 2 3 4 5 6
Talker

Figure 6.1. Mean ratings of focus (collapsed acsesgences and raters) as a function of
talker for the AO and FTF conditions. Error bardigate the standard error of the meas,

90 observations per column.

To determine whether the differences between talecurred, a series of
post-hoc repeated measures ANOVAs were conducpatately for each prosodic
condition, with talker and sentence as the withibjscts factors in the subject
analysis; and talker and rater as within-itemsdicin the item analysis (both
interpreted with a Bonferroni adjustedf 0.017 for multiple comparisons). No
main effect of talkers was observed for ratingbrofad focused renditionsg(5,45)
= 2.37,p = 0.054,> = 0.21;F,(5,40) = 2.11p = 0.085," = 0.21; however
significant main effects occurred for ratings offFiarrow focuskFs(5,45) = 16.15,

p < 0.001,7,° = 0.64;F(5,40) = 7.49p < 0.001,” = 0.48; and AO narrow focus
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items,Fs(5,45) = 14.99p < 0.0017,> = 0.63;F(5,40) = 20.31p < 0.001,” =

0.72. Despite these differences, the pattern ofgatata appears to be consistent
across all six talkers (i.e., broad focus FTF smarfocus FTF < narrow focus AO;
see Figure 6.1). Furthermore, this pattern of detsalso consistent across all nine

sentences (see Figure 6.2) and all ten ratersrg-g)@3).

® Broad Focus (FTF) ® Narrow Focus (FTF) ® Narrow Focus (AO)

7.00 -
6.00 -
25.00 -
8400
g 3.00 -
£ 2.00 -
1.00 -
0.00 -

Sentence

Figure 6.2. Mean ratings of focus (collapsed actatkers and raters) as a function of
sentence for the AO and FTF conditions. Error baticate the standard error of the mean,

n = 60 observations per column.
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® Broad Focus (FTF) ® Narrow Focus (FTF) ® Narrow Focus (AO)

7.00 -
6.00 -
25.00 -
8400
g 3.00 -
£ 2.00 -
1.00 -
0.00 -

Rater

Figure 6.3. Mean ratings of focus (collapsed actalkers and sentences) as a function of
rater for the AO and FTF conditions. Error barsdate the standard error of the meas,

54 observations per column.

6.1.2.1.Perceptual Rating Scores for Phrasing Contrasts
The mean ratings (collapsed across sentencestbfta&er's production of
phrasing for the AO and FTF conditions are preskemtd-igure 6.4. The ANOVA of
the phrasing rating task yielded similar outcontethé focus task. The main effects
of prosodic conditionks(2,18) = 953.85p < 0.001,;7p2 =0.99;F(2,16) = 2512.5%9
< 0.001,7,2 = 0.99; and talkeFs(5.45) = 9.41p < 0.001,,2 = 0.51;F(5,40) = 7.40,
p < 0.001,;7|D2 = 0.48, were both statistically significant, assvifae interaction,
F5(10,90) = 19.14p < 0.001,> = 0.68;F(10,80) = 9.25p < 0.001,,° = 0.54. As
expected, utterances phrased as statements wedesrgmificantly lower (i.e., more
statement-like) than echoic question productiontsoitihn FTF Mpi = 4.54, Sidak
95% Cl: 4.09 — 4.98 — 4.09] and A®Ifir = 4.91, Sidak 95% Cl: 4.47 — 5.34]

conditions. The key contrast showed that echoisues recorded in the FTF
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interactive condition were rated significantly lavikan those recorded during the

AO interaction Mpix = 0.37, Sidak 95% CI: 0.25 — 0.49].

m Statement (FTF) = Echoic Question (FTF) m Echoic Question (AO)

7.00 -
6.00 -
(@)]
£ 5.00 -
©
X 4.00 -
2
= 3.00 -
©
£ 2.00 -
o
1.00 -
0.00 -

Talker

Figure 6.4. Mean ratings of phrasing (collapsedsxesentences and raters) as a function of
talker for the AO and FTF conditions. Error badidate the standard error of the meas,

90 observations per column.

To further examine whether talkers differed, aesedf post-hoc repeated
measures ANOVAs were conducted separately for peadodic condition, with
talker and sentence as the within-subjects fadtaifse subject analysis; and talker
and rater as within-items factors in the item asialyinterpreted with a Bonferroni
adjusted of 0.017 for multiple comparisons). No differeneesre apparent across
talkers for ratings of statement renditions insheject analysig;s(5,45) = 2.57p =
0.040,5,° = 0.22; however a difference was found in the iamalysisF(5,40) =
4.10,p = 0.004,;1,,2 = 0.339. Significant main effects occurred foings of FTF
echoic questions;s(5,45) = 27.97p < 0.001,° = 0.76;F(5,40) = 10.25p <

0.001,;,° = 0.56; and AO echoic question renditioRg(5,45) = 3.54p = 0.009 7,
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= 0.28;F(5,40) = 3.65p = 0.008,77|D2 = 0.31. With the exception of Talker 5, the
remaining talkers echoic questions produced in Atiirggs were rated higher
compared to FTF settings (see Figure 6.4). As thighratings of focus, the pattern
of data (i.e., declarative statement FTF < echai&stjon FTF < echoic question AO)

was consistent across all nine sentences (seeeFogby and ten raters (Figure 6.6).

m Statement (FTF) = Echoic Question (FTF) m Echoic Question (AO)

7.00 -
6.00 -
(@)]
£ 5.00 -
©
X 4.00 -
2
= 3.00 -
©
£ 2.00 -
[a R
1.00 -
0.00 -

Sentence

Figure 6.5. Mean ratings of focus (collapsed actatkers and raters) as a function of
sentence for the AO and FTF conditions. Error baticate the standard error of the mean,

n = 60 observations per column.
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B Statement (FTF) = Echoic Question (FTF) ®m Echoic Question (AO)

Rater

Figure 6.6. Mean ratings of phrasing (collapsedsxtalkers and sentences) as a function of
rater for the AO and FTF conditions. Error barsdate the standard error of the mear,

54 observations per column.

6.1.2.2.Regression Analyses between Acoustic and Percepfledsures
To determine whether any particular acoustic festuvere able to explain the
variance between the AO and FTF ratings, two sépatandard multiple regression
analyses were performed for the narrow focus ahdiequestion ratings. The mean
subjective rating (across 10 listeners) for eadtitaty item (for the AO and FTF
renditions) was the criterion and the extracteduatio properties (syllable duration,
meanF0, FO range, mean intensity and intensity range dyshegcritical, critical
and post-critical utterance phases; from Chapteresg the predictor variables. The
predictor variables showed no evidence of multiocelrity, and thus were all
included in the regression model.

For the narrow focus ratings, the regression wgsfgzantly different from

zero,F(15,92) = 1.99p = 0.024, withR = 0.50,R? = 0.25, adjuste® = 0.12, with
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the mean syllable duration of the critical conglitucontributing the greatest unique
amount of variance explanatiot]07) = 3.16p = 0.002,sr* = 0.082], followed by
the syllable duration of pre-critical contertl07) = 2.57p = 0.012,sr* = 0.054]
and mean intensity of the critical constitueiit(7) = 2.04p = 0.045sr* = 0.034].
Full statistical details are outlined in Table 6.2.

The regression for the echoic question ratingsaiss significantly different
from zero,F(15,92) = 3.44p < 0.001, withR = 0.60,R? = 0.36, adjuste&’ = 0.26,
with the greatest amount of variance being accalfuteby the syllable duration of
the critical constituent(107) = 2.97p = 0.004,sr* = 0.061] and the med¥0 of
post-critical phaseg(fL07) = 2.75p = 0.007,sr* = 0.052] . Statistical values for all

other predictors are shown in Table 6.3.
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Table 6.2. Standard multiple regression of acodstitures on ratings of narrow focus.

Correlation (r)

Variable Vtterance with Criterion B o
Phase . (unique)
(Mean Rating)

Syllable Length Pre-Critical 0.153 1.484* 0.369 310
Critical 0.280** 0.948*  0.360 0.082
Post-Critical 0.085 -0.613  -0.095 0.004

MeanF0 Pre-Critical -0.045 -0.336  -0.093 0.001
Critical 0.148 0.810 0.168 0.011
Post-Critical 0.079 0.190 0.059 0.002

FO Range Pre-Critical -0.038 0.016 0.019 0.000
Critical 0.172 0.029 0.068 0.003
Post-Critical -0.003 -0.049  -0.072 0.004

Mean Intensity Pre-Critical -0.033 -4.129*  -0.326 .0%1
Critical 0.115 4.043* 0.266 0.034
Post-Critical 0.049 1.447 0.080 0.004

Intensity Range Pre-Critical 0.032 -0.378 -0.176 016.
Critical 0.026 -0.166  -0.090  0.005
Post-Critical 0.109 0.762 0.124 0.011

Constant 1.037

N =108, *p < 0.01, p<0.05.
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Table 6.3. Standard multiple regression of acodstitures on echoic question ratings.

Correlation (r)

Variable Vtterance with Criterion B S_rz
Phase _ (unique)
(Mean Rating)

Syllable Length  Pre-Critical 0.082 0.970 0.170 0.01
Critical 0.258** 0.855** 0.307 0.061
Post-Critical -0.053 -1.336 -0.158 0.020

MeanFO Pre-Critical 0.158 0.640 .200 0.018
Critical 0.135 -0.646 -0.188 0.013
Post-Critical 0.375*** 0.832** 0.351 0.052

FO Range Pre-Critical 0.102 -0.027 -0.029 0.001
Critical 0.200* 0.018 0.054 0.002
Post-Critical 0.240* 0.015 0.053 0.003

Mean Intensity  Pre-Ciritical -0.210* -2.529* -0.226 0.030
Critical -0.173 -1.244 -0.078 0.003
Post-Critical -0.141 -1.196 -0.073 0.003

Intensity Range  Pre-Critical -0.037 -.0362 -0.192 .026
Critical -0.062 -0.440* -0.221 0.031
Post-Critical 0.093 0.362 0.079 0.005

Constant 9.42%**

N =108, ** p<0.001, *p»<0.01, p<0.05.

In sum, a significant effect of AO vs. FTF settings found for the

subjective ratings. Perceivers rated the rendittbaswere recorded when the talker

could see their conversational partner as lessstatfor narrow focus judgments)

and less question like (for the echoic questioginents) compared to those

recorded when the talker could not. The resulthefregression analyses showed

that variation in the narrow focus ratings acréesAO and FTF conditions was

accounted for by properties of the critical wordr@tion and intensity) and the
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length of the pre-critical content, whereas thengat of question phrasing were
predicted by the length of the critical word andtperitical meart-0. It should be
noted however that the above acoustic propertiesusted for only a small amount

of the variation in ratings across the AO and FTirsgs.

6.1.3.Discussion
This experiment examined the production of narroeut and echoic questions in an
AO compared to a FTF setting. The rationale for panmg these communicative
settings stemmed from the Hyper—Hypospeech thedrindblom (1990, 1996).
The prediction was that the prosody produced iA@rsetting would be more
salient due to the increased auditory demands iatpon the talker/listener pair by
the loss of visual prosody information.

The results of the prosody ratings supported trediption (with higher
ratings of AO utterances indicating that the preatlprosody was clearer).
Regression analyses examining the links betweeA@and FTF ratings and
acoustic properties showed that for the narrowdaetings, the duration of the pre-
critical and critical constituents made a contribiaf as did the intensity of the
critical constituent. For ratings of the echoic sfiens, the duration of the critical
and the meaRO0 of post-critical constituent played a role. Hoeewariation in
these properties accounted for only a small amotitite difference between the AO
and FTF ratings. One reason for why the acoustipgties do not fully account for
the subjective ratings is that the ratings mayertfhon-linear combinations of a
variety of acoustic properties. Furthermore, thealoimation of properties that
listeners used may have differed across tokensthanlisteners themselves may
have varied in what properties they chose to ekploi
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The results showed that when speech communicatilbmited to the
auditory channel, talkers took care to make thedlitary prosody clearer (compared
to a FTF setting). This finding parallels thosewsimy words spoken in FTF settings
are less intelligible than those spoken from réstd (e.g., Anderson, Bard, Sotillo,
Newlands & Doherty-Sneddon, 1997). However, theass precisely which visual
cues modulate these changes in prosody may beutiffo pinpoint. Based upon the
finding that interlocutors did not look at eacheatlrery often, Anderson et al.
(1997) suggested that FTF conditions simply pro@dgobal impression as to
whether the communication is proceeding withouidalifty. On the other hand,
measures of direct FTF gaze may underestimateviikahility of on-going speech-
related information, as it has been shown thatidengble visual speech information
is available from the visual periphery (Kim & Day#)11); a situation more likely
to be the case with some of the visual cues fosquyp (e.g., large-scale rigid head

motions, as in Chapter 2).
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Chapter 7. Visual Analysis of the Speech Prosody Corpus

The auditory analysis described in Chapter 5 irtdtghat the recorded tokens
conformed to the acoustic characteristics of linsgaiprosodic contrasts typically
described in the literature, suggesting that thpearmental task used to elicit the
dialogue was effective. The manipulation of therattive setting resulted in some
changes to the produced acoustics, that is, wheetatker was unable to see the
interlocutor, selected acoustic features of narimsused and echoic question tokens
were produced with a larger degree of contrast fiteerbroad focused baseline.
Furthermore, the results of the perceptual measiirébe prosodic characteristics
(Chapter 6) showed that differences in acousticsones between the AO and the
FTF settings were associated with prosody percepticome extent, suggesting
that when speech communication is limited to thaitaty channel, talkers took care
to make their auditory prosody clearer (compared Ed F setting). Several
questions arise from these results: What are theaVcorrelates of the prosodic
characteristics? Will these visual properties alsow differences across the two
interactive settings? And what role does visuatpdy play in prosodic perception?
These questions were investigated in this andah@ing chapters.

First, in the current chapter, the visual progsrassociated with the prosodic
contrasts were examined. To reiterate, the terisualiproperties” is used as a proxy
to refer to movements of the talker’'s head and faaeare likely to be visible to an
interlocutor. Previous studies have quantified gesnn the amplitude of
articulatory gestures such as lip and jaw movem@usen et al., 2009), as well as

increases in non-articulatory gestures such asreyetaises and rigid head
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movements accompanying the production of linguistasodic contrasts (Cavé et
al., 1996; Hadar, Steiner, Grant & Rose, 1983; Lubrueck, Dohen & Vilain, 2009).
For example, Scarborough et al. (2009) examinedladal properties of visual
cues to both lexical and phrasal stress producetreg native talkers of American
English using optical tracking. In their analysisjividual markers of interest were
examined along the verticglaxis during the production of a designated sy#abl
order to identify the peak eyebrow displacemeradhgisplacement, interlip distance
(i.e., the distance between the upper and lowgrdgpwell as chin displacement for
both opening and closing gestures (along with agsstvelocity measures).
Differences in the maximal amplitude of each ostheneasures were then compared
between stress conditions. To summarise theirtsestivas shown that lexically
stressed syllables (i.e., dis-CHARGE vs. DIS-chavggen produced in isolation
were accompanied by enhanced articulatory gestin@sn overall increase in rigid
head movements; but eyebrow movements did notrdifeveen the two conditions.
By contrast, when target words were placed witlniutierance context, words that
received phrasal stress (i.e., narrow focus redativbroad focus productions) were
accompanied by larger raises of the eyebrows, alstiggreater rigid head motion,
and larger and quicker articulatory gestures.

The analysis conducted by Scarborough and collea@@®9) highlights the
observation that gestures both intrinsically linkedrticulation such as jaw and lip
opening, as well as non-articulatory movementfefeyebrows can accompany the
production of narrow focus. However, correlatioetvieen movement parameters
were not examined, thus, the individual contribmitad each of these movement

features to conveying prosody was not determingg, (@ difference in lip opening
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may be driven primarily by changes in jaw openiid¥o, such a rudimentary
method of reducing the data (down to only singl@{soon the verticay-axis) may
misestimate the magnitude of change in visible moa@s relative to the rest of the
utterance. Furthermore, examination of visual @még in relation to lexical/phrasal
stress is somewhat limited since prosody can afifecinterpretation of an utterance
at the sentence level, and as such, changes mayiaodbe speech signal to content
surrounding prosodically marked constituents (skap@er 5).

A more comprehensive approach was employed by Detah (2006,
2009). Their analysis examined utterance phas¢ptbeeded (i.e., pre-critical) and
followed (i.e., post-critical) the prosodically nkad constituent (in addition to the
critical constituent itself). As a measure of vism@vements, the area under the
amplitude curve over time was estimated for a rarfgesual speech features (i.e.,
inter-lip opening, inter-lip width, jaw height amgbper lip protrusion, eyebrow
raising and rigid head movements) as a functicio@is contrasts (for five French
talkers). It is worth noting that a normalisati@chnique was applied to allow for
comparisons across segmentally varying sentenckattarances of different
lengths. As reviewed in Chapter 3, this procedlloeved Dohen and colleagues to
identify differing articulatory strategies corresying to focus production: what
they labelled an absolute contrast pattern, in lwaiéocused word is produced over
a longer duration and accompanied by hyperartiedlatouth and jaw movements;
and a relative contrast pattern, where the focasedtituent in the utterance is still
enhanced (but to a smaller degree), with post-fpbakes hypoarticulated thereby
emphasizing the difference between the focusediafatused constituents (with

this latter articulatory strategy being more comiyarsed). Non-articulatory
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gestures were also produced by some talkers, haowlesie occurrence was not
systematic, nor did they consistently accompangquiacally marked constituents.
Similarly, correlated rigid head rotations werequoed with prosodic focus by only
one talker, but varied greatly in terms of ampléuwhd temporal alignment with the
acoustic signal.

The essence of Dohen et al.’s (2006, 2009) findisgisat visual changes
beyond the segmental boundaries of prosodicallketaconstituents were
associated with prosodic contrasts. On a techmedter, it appeared that
comparisons of the normalised area under amplitudes provide an efficient way
to overcome durational and segmental variationsscutterances, repetitions and
talkers. In the current analysis, a similar apphaacthat used by Dohen and
colleagues was adopted in order to examine baittukatory and non-articulatory
gestures accompanying the production of focus d&nasing contrasts.

As with the auditory data of Chapter 5, visual sjegroperties were also
examined as a function of the interactive sett@aigen that talkers made
adjustments to their acoustic production of prosetign they were unable to see the
interlocutor, it was expected that modificatioratticulatory gestures should also be
observed (i.e., enhanced articulatory movementespond with greater acoustic
output, see Edwards et al., 1991; Erickson, 20@didd & Chandrasekaran, 2006;
Schulman, 1989). Additionally, there is evidencsuggest that talkers modify
speech related non-articulatory gestures whendahewaware that these will be seen
(e.g., see Alibali, Heath & Myers, 2001; Cohen, ;920hen & Harrison, 1973;
Mol, Krahmer, Maes & Swerts, 2012). Since movemehtbe eyebrows and rigid

head motion are not strictly tied to articulatitalkers may use such cues to a larger
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extent when they know that the interlocutor willdd#e to see them (i.e., in FTF
settings).

As some idiosyncratic talker specific propertiesaveentified in the
acoustic data, it was also expected that talkerddwdiffer in the visual realisation
of prosody, both in terms of articulatory movemeantd the use of non-articulatory

gestures (as previously shown by Dohen et al., 22069).

7.1.Data Preparation

7.1.1.Face Shape Normalisation
To allow for comparisons to be made across talleash recorded token was first
shape-normalized onto an “average head”. To aclilesea unique motion database
was calculated for each individual talker to asuarthe talker-dependant average
marker configuration (Figure 7.1, left). The mednh@se marker configurations
across all talkers was then used to determinedhealised average head model
(Figure 7.1, right). For each recorded token, te@ation away from the talker-
dependant average marker configuration per frangecattulated and reprojected

onto the normalised average head.
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Figure 7.1. The mean talker face shapes (left) wseel to generate the normalised average
face model (right). Bones (lines between markeasetbeen added to assist in

interpretation.

7.1.2.Dimensionality Reduction
Due to the high dimensionality of the visual motatataset (i.e., 38 markers x 3
movement axes per frame of recording at 60fps)edsionality reduction was
performed. The typical approach to achieve thte spply a principal component
analysis (PCA) to the data, deriving optimal orthiogl factors explaining the
maximum amount of variance within the least nundieromponents. However,
when applied to visual speech data, the extraaatponents may be
biomechanically complex or unfeasible (i.e., inchgdmultiple movement features
on one component) making interpretation problemaee Fagel & Madany, 2008;
Kim et al., 2011, for a similar argument). An aftative utilised here iguided
principal component analys{gPCA; Badin, Bailly, Reveret, Baciu, Segebarth &

Savariaux, 2002; Beautemps, Badin & Balilly, 200ldda, 2005), which uses linear
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decomposition to extract a set of a priori defiosechponents representing
biomechanically plausible articulatory control paeders (however, this may come
at the possible cost of sub-optimal variance exgilan compared to “standard”
PCA). Six components are typically sufficient tgkin the majority of articulatory
data (see Bailly, Govokhina, Elisei & Breton, 2008ith several additional
components specified for non-articulatory expresgjgstures such as brow
movements.

Thus, the shape-normalised motion data was prodesseg gPCA to reduce
the dimensionality of the data set from 38 thraeatisional coordinates per frame to
eight single-dimension non-rigid components, aloiit three rigid translations and
three rigid rotations of the whole head. To minienise overrepresentation of
particular marker configurations (e.g., the neup@ition at the start and end of each
utterance), a database of unique movements wasagedeThe six rigid motion
parameters around the estimated centre of rotatese determined (using the
quaternion method, see Horn, 1987) and extracted the database (Figure 7.2).
The remaining non-rigid movements were then subgetts gPCA using the a priori
parameters outlined in Table 7.1. Shape-normaligedrdings were then reprojected

into principal component (PC) space as deviatiovesydrom the average face.
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Figure 7.2. A database of unique motion was cre@tegder panel) to avoid over-
representation of particular marker configuratiortse rigid movements of the head were
then calculated and removed from the database (lparmel). Also shown are the directions

of theX, Y, andZ axes.
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Table 7.1. A priori non-rigid components used twelthe gPCA, and the rigid movement

parameters that were extracted based on rotatwtramslation around the centre of

rotation.
Principal _ Axes of .
Assigned Label Corresponding Markers
Component Movement

Non-Rigid Movement Parameters (from gPCA)

1

0 N oo 0o B~ WN

Jaw Opening

Lip Opening

Lower Lip Movement
Upper Lip Movement
Lip Rounding

Jaw Protrusion
Eyebrow Raising

Eyebrow Pinching

Rigid Movement Parameters

R1
R2
R3
T1
T2
T3

Pitch Rotation

Roll Rotation

Yaw Rotation

Fwd / Bwd Translation
Left / Right Translation

Up / Down Translation

< < < <

< X N < N X

14, 15, 23, 38

24, 25, 26, 27, 28, 29, 30, 31
24, 28, 29, 30, 31

24, 25, 26, 27 ,28

24, 25, 26, 27, 28, 29, 30, 31
14, 15, 23, 38
5,6,7,16,17,18
5,6,7,16,17,18

1,2,3,4
1,2,3,4
1,2,3,4
1,2,3,4
1,2,3,4
1,2,3,4

7.2.Visual Analysis

7.2.1.Guided Principal Component Analysis (gPCA)

Figure 7.3 shows the amount of variance explaireédeh of the non-rigid principal

components from the unigue movement database. &iltheight non-rigid

components, in excess of 96% of face motion vagavas able to be recovered. As

expected, a large proportion of variance (~65%Xsained by opening and closing
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of the jaw and lips. The parameters are visualizéthble 7.2. To objectively
evaluate the accuracy of these extracted param#étermean euclidian error (i.e.,
the residual difference between the originally rded and recovered marker
locations) was calculated for the unique movemaitdluase, resulting in an average
of 0.661 mm across 122215 frames of data. Indesde ©f this error was due to the

small proportion of residual variance left unexpéa by the extracted componéfits

Cumulative Variance Explained (%)
a1
o

10
0/ T T T T T T T 1

1 2 3 4 5 6 7 8
Principal Component

Figure 7.3. Cumulative percent of variance expldibg each component from the guided
principal components analysis.

° Animated renditions of the parameters can alseideed in Appendix B.6.
9 Indeed, a “standard” PCA could be applied to theaining variance; however the extracted
components would no longer represent biomechayig#krpretable gestures.
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Table 7.2. Visualisation of non-rigid principle coomgnts, derived from guided principal componentdyeans.

PC

Standard Deviations @) away from Mean

-60 -3 @& (Mean) +3 +@
1
Jaw
Opening
2
Lip
Opening
— —— —— g B
3
Lower Lip
Movement
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Standard Deviations ) away from Mean
PC

-66 -F @& (Mean)

4
Upper Lip
Movement

5
Lip
Rounding

6
Jaw
Protrusion
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PC

Standard Deviations @) away from Mean

-66

-3 @& (Mean) +8

+@®

7
Eyebrow
Raising

8
Eyebrow
Pinching

|
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7.2.2.Correlation amongst Extracted Components
Pearson’s product-moment correlations were conductéetermine if any
relationships were present between extracted pahcomponents and rigid
parameters for the database of 122215 unique recorded fraAgshown in Table
7.3, the non-rigid movement components extracteatguP CA were uncorrelated.
There was some evidence of correlation betweed pich rotations (R1, i.e.,
rotations around the-axis) and the lip-opening component (PC 2), wimy relate
to the idea that non-verbal gestures assist isd¢lgenentation of speech signals (see
Davis & Kim, 2006; Munhall et al., 2004), as thiswd result in such movements

occurring with some synchronicity.

Table 7.3. Pearsontscorrelation values within the principal componestfracted using

gPCA and rigid parameters for the unique movematdtshse.

pPC2 PC3 PC4 PC5 PCo6 PC7 PC8 R1 R2

PC1 -001 -001 -005 -001 -005 .004 .005 .384151.
PC 2 .011 -027 -009 -004 -008 .003 .553 .165
PC 3 -106 .070 -074 .007 .038 -.012 .033
PC 4 -055 .057 .005 -.037 .055 -.058
PC5 -.044 008 .019 .086 -.158
PC 6 -023 -.028 .047 -.085
PC 7 .005 -.016 .059
PC 8 154 .037
R1 .015

1 yaw rotations (R 3) and translational movementd (& 3) were not considered, as these more
likely reflect postural changes by the talker whsdated rather than being related to speech
production.
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7.2.3.Area under PC Amplitude Curves™

7.2.3.1. Time Normalisation
To allow for comparisons across repetitions, takeentences and prosodic
conditions for visual parameters, each recordestarice was time-normalised to 1.2
times the longest utterance rendition (per sentanoess talkers, prosodic conditions
and repetitions) using linear spline interpolatioMatlab, and projected onto a new
time series from 0 to 3 (see Figure 7.4). As casdan from the figure, the
normalisation procedure changes the overall lehgtmot the characteristic shape
of the components over time, so that comparisorderage based on the shape of the

curve.

+
1

(=]

'
39}

0 20 40 60 80 100 120
Original Time (Frames)

Amount of Movement in PC 1 (SDs away from Mean)

Critical Post-Critical
1 1 1 L ! L L i | L ! "

Normalised Time

Figure 7.4. Linear spline interpolation was useddanalisation the time of each recorded

token, allowing for comparisons across talkers rapebtitions to be made.

2 A preliminary version of this data analysis apeean: Cvejic, E., Kim, J., Davis, C. & Gibert, G.
(2010). Prosody for the eyes: Quantifying visualgmdy using guided principal components analysis.
Interspeech 201@p. 1433-1436.
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7.2.3.2. Area Calculation and Normalisation
The area under the time-normalised non-rigid ppalccomponent (PCs 1 to 8) and
rigid rotation parameter curves (R 1 and 2) oveetivere calculated for each
utterance phase (i.e., pre-critical, critical andtpcritical) of each recorded token.
As the mathematical function of the principal comgot curves was unknown, the
trapezoidal rule was used to estimate the definiegral. This estimation technique
fits a series of linear functions between consegeutiames of the utterance, and
calculates the area of the generated trapezoiguimeof these areas for the total
length of the utterance gives an accurate estiofatee area under the curve. This
procedure generated three values for each tokeresenting the summed amplitude
of the particular parameters for each utterance@kize., pre-critical, critical and
post-critical). The mean of the broad focused o for each sentence (per talker
and interactive condition) were then calculatedd ased to normalise the area
values for the narrow focus and echoic questioditiems (in their respective
interactive conditions) relative to the broad faaisendition. As with the auditory
analysis (Chapter 5), a value of 1 indicates nfeihce relative to the broad
focused statement rendition, a value greater thaorresponds to an increased
amount of movement, whereas a value below 1 inelicatreduction in the amplitude
of movements. These values for each principal carapb(PC) for narrow focus and

echoic question renditions are displayed in Figueand 7.6.
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Figure 7.5. Mean area under curve (collapsed atatlisss and sentences) of principal
components 1 to 5, as a function of prosodic camditepresented as a proportion of the

broad focused rendition.
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Figure 7.6. Mean area under curve (collapsed atatisgsrs and sentences) of principal

components 6 to 8, and R1 and R2, as a functigmasfodic condition represented as a

proportion of the broad focused rendition.
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The resulting values were compared for each prati@pmponent at each
utterance phase (pre-critical; critical; post-cat) in a series of mixed repeated
measures ANOVAs comparing the broad focus and wallwous renditions (in the
AO interactive condition), and the broad focus anldoic question productions (in
the AO interactive condition) to determine the walscorrelates of realising the
prosodic contrasts with prosody as the within-itéatsor, and utterance type (S/E;
S/L; L/IE; L/L) as a between subjects factor. Du¢hnumber of analyses
conducted, a conservatiudevel of 0.0125 was selected. For each compareon,
analysis was conducted for both the sentence data &nalysisF,; collapsed across
talkers) and talker data (subject analyBis,collapsed across sentences). The results
of these analyses are summarised in the text, hevfel statistical details can be

found in Appendix C.2.

7.2.3.3.Visual Realisation of Prosodic Contrasts
In considering the visual correlates of prosodmufand phrasing contrasts, the
main effect of prosody in the sentence and talkafyses were examined. To
streamline reporting, the significant statisticalues are presented in Table 7.4. For
prosodic focus contrasts, the critical phases obmafocused tokens (relative to
broad focus renditions) were accompanied by anathiaecrease in jaw opening (PC
1), lip opening (PC 2), lower lip (PC 3) and upper(HC 4) movement. Narrow
focused constituents (relative to the same comterttuced in a broad focused
context) were also produced with greater lip rongdPC 5), more jaw protrusion
(PC 6), substantially more eyebrow raising (PCariild an increase in eyebrow
pinching (PC 8). In sum, all eight non-rigid pripal components showed an
increase for the critical constituent in narrowused relative to broad focus
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renditions across both item and subject analysesciitical and post-critical

utterance content showed no consistent differebetgeen the focus contrasts.

Table 7.4. Significant main effects of prosodyttoe critical constituent during the

production of prosodic focus contrasts.

Analysis 2
Feature F Value p Value Mp
Source*
PC1 Sentence 428.74 < 0.001 0.943
Talker 42.54 < 0.001 0.431
PC2 Sentence 390.87 <0.001 0.938
Talker 44.08 0.001 0.898
PC3 Sentence 264.80 <0.001 0.911
Talker 28.64 0.003 0.851
PC4 Sentence 231.12 < 0.001 0.891
Talker 22.18 0.005 0.816
PC5 Sentence 356.39 <0.001 0.932
Talker 42.59 0.001 0.895
PC6 Sentence 261.61 < 0.001 0.910
Talker 34.86 0.002 0.875
PC7 Sentence 412.09 <0.001 0.941
Talker 23.54 0.005 0.825
PC8 Sentence 326.46 <0.001 0.926
Talker 55.31 0.001 0.917

*Note: Sentence analysds) were interpreted with 1 between and 26 error elegyof

freedom,; the talker analysdssf were interpreted with 1 within and 5 error degreé

freedom.

In the realisation of phrasing contrasts, sinetects were observed (see

Table 7.5 for statistical values). Relative to ldré@cused renditions, the critical

constituent of echoic questions were produced grigater jaw movement (PC 1)
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and lip openings (PC 2), increased lip rounding §Gnd greater jaw protrusion

(PC 6). Non-articulatory gestures also differedhwgreater brow pinching (PC 8)

and more rigid pitch rotations (R 1) of the headmiyproduction of the critical

constituent of echoic questions compared to broadded statement renditions.

Table 7.5. Significant effects of prosody for thegsing contrasts for the critical

constituents.
Analysis 2
Feature F Value p Value Np
Source*
PC1 Sentence 226.09 <0.001 0.897
Talker 18.44 0.008 0.787
PC2 Sentence 240.49 < 0.001 0.902
Talker 31.52 0.002 0.863
PC5 Sentence 236.13 <0.001 0.901
Talker 94.42 < 0.001 0.950
PC6 Sentence 210.88 <0.001 0.890
Talker 17.07 0.009 0.773
PC8 Sentence 252.89 <0.001 0.907
Talker 30.44 < 0.001 0.845
R1 Sentence 43.47 < 0.001 0.626
Talker 20.11 0.006 0.801

* Sentence analyseB,f were interpreted with 1 between and 26 error elegof freedom;

the talker analyse$§) were interpreted with 1 within and 5 error degreéfreedom.

These results suggest that non-articulatory gestloing with movements of

the articulators both appear to be involved inedéhtiating prosodic contrasts to

some degree; a greater amount of eyebrow raisisgonaluced with narrow focus

tokens (relative to broad focus), whereas an irs&réa brow pinching and rigid pitch

rotations quantitatively differentiated echoic gimss from statement renditions.
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7.2.3.4 Effects of Utterance Type
The significant interactions between prosody amerance type in the sentence
analysis were examined further using a series st-poc, univariate between-
subjects ANOVAs (with utterance type as the betwiesms factor) individually for
each PC and utterance phase. Sidak pairwise casopar{with 98.75% confidence
intervals) were used to identify where significdifferences occurred between

utterance types.

7.2.3.4.1 Effect of utterance type on focus contrasts

For focus contrasts, there were no significanedéhces between utterance types for
pre-critical phases or critical constituents. Tisategardless of the location of the
critical constituent, or its position within thetertance, the realisation of pre-focal
and focused content was consistent. However, sftgatitterance type were found
for post-critical phases across all eight non-rigiichcipal components, and the rigid
pitch rotation (R 1) parameter; the statisticalresl are represented in Table 7.6.

For jaw opening (PC 1), S/E utterances had sigmtfily less jaw movement
than S/L utterancedpir = 0.23, Sidak 98.75% CI: 0.10 - 0.35], as did L/E
utterances compared to L/L utteranddlgif = 0.13, Sidak 98.75% CI: 0.01 - 0.25].
Thus, when the critical constituent occurred inftrs half of the utterance (as in
S/E and L/E utterances), there appears to be @@uatreductionin jaw movement
compared to broad focused renditions, whereasgpesite is true when the critical
constituent occurs in the latter half of the uttes (see Figure 7.7).

Similar effects were observed for post-focal mayplening (PC 2): S/E
utterances had less mouth movement than S/L uttesgpis = 0.20, Sidak
98.75% CI: 0.10 - 0.30]; L/E utterances showed leegement than L/L utterances
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[Mpir = 0.12, Sidak 98.75% CI: 0.03 - 0.21]; while SAdrgreater movement than
L/L utterancesMpir = 0.12, Sidak 98.75% CI: 0.01 - 0.22]. As with javavement,
the earlier the critical constituent occurred, l/gs mouth movement was apparent
in post-focal utterance phases. A similar patteas wbserved during post-focal
utterance phases for lower lip movement (PC 3)eupp movement (PC 4), and
jaw protrusion (PC 6). When the narrowly focusatical constituent occurred early
in the utterance, there was a reduction in movemkeeach of these parameters
relative to broad focus, whereas the converse Wwasreed when the critical
constituent occurred late in the utterance (iterd was an increase in overall
movement).

Post-focal content in S/E utterances were alsoymed with less lip
rounding (PC 5) than in S/L utteranc®pfz = 0.17, Sidak 98.75% CI: 0.07 - 0.26],
and less in L/E than L/L utterancéddiz = 0.13, Sidak 98.75% CI. 0.04 - 0.22].
When the critical constituent occurred late in dtterance, there was an increase in
post-focal lip rounding (relative to broad focuad#ions); this however was not the
case when the critical constituent occurred infitisé half of the utterance (see
Figure 7.7).

In terms of non-articulatory gestures, the eyebrasing component (PC 7)
and eyebrow pinching component (PC 7) also showféet@hces during post-
critical phases between utterance types. The piigiat phase of S/E utterances
were produced with less eyebrow raising than StéranhcesNpiz = 0.22, Sidak
98.75% CI: 0.04 - 0.40]. This effect was also nmedbfor eyebrow pinching, with
post-critical phase of S/E utterances produced legh than S/L utteranced s =

0.23, Sidak 98.75% CI: 0.02 - 0.45]. Finally, alilgh the rigid pitch rotation
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showed a significant effect of utterance type famrow focused renditions, no

pairwise comparisons were significant.

Table 7.6. Significant interactions between prosaualg utterance type for the post-critical
utterance phase of narrow focus tokens. Analyses ineerpreted with 3 between, and 26

error degrees of freedom.

2

Feature F Value p Value Np

PC1 17.34 <0.001 0.667
PC 2 23.91 <0.001 0.734
PC 3 10.76 <0.001 0.554
PC4 8.47 <0.001 0.494
PC5 19.22 <0.001 0.689
PC 6 5.31 0.005 0.380
PC7 9.23 <0.001 0.516
PC 8 6.37 0.002 0.424
R1 4.50 0.011 0.342
2.30 ¢ Short Utterance / Early Critical

o) B Short Utterance / Late Critical B
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Figure 7.7. Proportion values (relative to broacliorenditions) for post-focal utterance

phases in narrow focus renditions, as a functianttefance type.
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7.2.3.4.2 Effect of utterance type on phrasing contrasts
For phrasing contrasts, jaw opening (PC 1) andgentrusion (PC 6) differed as a
function of utterance type during pre-critical pbsig¢see Figure 7.8). For jaw
opening (PC 1)r(3,26) = 4.55p = 0.011,;7,[,2 = 0.344, there was a tendency for
echoic questions with late-occurring critical catogints to be produced with a
reduction in jaw movement (relative to broad foclisenditions), whereas an
increase in jaw movement was observed when theatrdonstituent occurred in the
first half of the utterance. In particular, therpase comparisons revealed that L/E
utterances showed significantly greater jaw movdrrepre-critical phases than L/L
utterancesNlpir = 0.12, Sidak 98.75% CI: 0.03 - 0.22]. This paiteas replicated
for jaw protrusion (PC 6)}(3,26) = 4.88p = 0.008,77|02 = 0.360, with L/E
utterances displaying significantly more jaw prstam than L/L utterances during

pre-critical utterance phaséddix = 0.13, Sidak 98.75% CI: 0.02 - 0.24].

1.10 1
1.05 -
® Short Utterance / Early Critical
o M Short Utterance / Late Critical
1.00 - PY Long Utterance / Early Critical

¢ Long Utterance / Late Critical

0.95,

Proportion (Broad Focus AO)

0.90 —

1

PrincipaI6Component
Pre-Critical Utterance Phase (Echoic Questions)

Figure 7.8. Proportion values (relative to broaclforenditions) for pre-critical utterance

phases for echoic questions, as a function ofaritar type.
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Utterance type also had a significant effect fdraec questions during post-
critical phases for PCs 1 through to 6 (see Tabldof statistical values). A
reduction in jaw movement (PC 1) was observed ¢bo& questions when the
critical constituent occurred earlier on in theetdice; this was reflected by
significant pairwise differences between S/E ardusterancesNpiz = 0.18, Sidak
98.75% CI: 0.08 - 0.27]; and between L/E and Wpf = 0.09, Sidak 98.75% CI:
0.00 - 0.18]. This pattern was mirrored for lip opry (PC 2), with greater lip
opening in post-critical question content whendhgcal constituent occurred early
on in the utterance (compared to in the later Hatfpoth short Mpi = 0.16, Sidak
98.75% CI: 0.08 - 0.24] and long utterandelsf = 0.08, Sidak 98.75% CI: 0.00 -
0.16].

For lower lip movement (PC 3)pth S/E Mpir = 0.02, Sidak 98.75% CI:
0.08 - 0.26] and L/LMpix = 0.11, Sidak 98.75% CI: 0.01 - 0.20] utterancesewe
produced with less movement than S/L utterancesimiar pattern was found for
upper lip movement (PC 4); when the critical cdnstit of echoic questions
occurred in the first half the utterance, uppemniipvement was the same as for
statement renditions, however, when the criticalstituent occurred later
(particularly when the utterance was short), tivems more post-focal lip movement.
Both S/E Mpir = 0.21, Sidak 98.75% CI: 0.08 - 0.34] and L/L tdteces Mpi =
0.17, Sidak 98.75% CI: 0.04 - 0.311] showed sigaiiily less movement than S/L
utterances (see Figure 7.9).

For lip rounding (PC 5) and jaw protrusion (PC&/E utterances were
produced with a reduction in movement than S/Lratiees [PC SMpi = 0.14,

Sidak 98.75% CI: 0.02 - 0.25; PCMpi = 0.14, Sidak 98.75% CI: 0.03 - 0.25].
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Table 7.7. Significant interactions between prosaualg utterance type for the post-critical

utterance phase of echoic question tokens. Analyses interpreted with 3 between, and 26

error degrees of freedom.

2

Feature F Value p Value Mp
PC1 10.93 <0.001 0.558
PC 2 12.28 <0.001 0.586
PC 3 10.32 <0.001 0.544
PC4 7.12 0.001 0.451
PC5 4.84 0.008 0.358
PC6 4.74 0.009 0.353
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Figure 7.9. Proportion values (relative to broacliorenditions) for post-focal utterance

phases in echoic question renditions, as a funciiatterance type.
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7.2.3.5.Differences across Interactive Settings
A series of repeated measures ANOVAs comparingtbeéuction of the
prosodically marked tokens (i.e., narrow focus edldoic questions) between the
AO and FTF interactive settings were also condu@#eth interactive setting treated
as a within-items factor) in order to determine thiee the visual realisation of
prosody varied as a function of whether or nott#ttieer could see the interlocutor.
For each comparison, two analyses were conductedfaon the sentence dag)
and for the talker datd§). The statistical summaries of these comparisogs a
shown in Table 7.8 (for focus contrasts) and T&e(for phrasing contrasts).

For narrow focused tokens, a number of comporgmis/ed an increased
amount of movement in the AO setting (i.e., whemttidker could not be seen)
compared to the FTF one. However, these effecte wely significant in the
sentence analysis (i.e., collapsed across talkews)n the talker analysis. For pre-
critical utterance phases, there was more movemehé AO narrow focus
renditions than in the FTF ones for both rigid pitotations (R 1) and rigid roll
rotations (R 2). For the critical constituent ofneavly focused utterances, there was
more movement in the AO than FTF setting for ligwipg (PC 2) and eyebrow
raising (PC 7). These effects were maintained stpdtical phases, with lip
opening (PC 2), eyebrow raising (PC apdlower lip movement (PC 3) greater in
the AO than FTF renditions.

Fewer movement differences were found betweemtieeactive conditions
for the production of echoic questions, and agtfernarrow focus comparisons,
these differences were only secure in the sentamakysis. Pre-critically, echoic

questions produced in the AO setting had a greeteunt of lower lip movement
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(PC 3) as well as more eyebrow pinching (PC 8) tieanrdings made in the FTF
rendition. There was also an increase for thecafitonstituent within echoic
question renditions in the AO recordings for lowpmovement (PC 3). Post-
critically, the AO recordings of echoic questionsresproduced with greater
movement relative to FTF settings in terms of lgeing (PC 2) and eyebrow

pinching (PC 8).

Table 7.8. Main effects of interactive setting ba production of narrow focus.

Utterance Analysis )
Feature F Value p Value Np
Phase Source*
Pre- R1 Sentence 9.71 0.004 0.251
Critical Talker 1.79 0.238 0.264
R 2 Sentence 9.82 0.004 0.253
Talker 0.34 0.586 0.064
Critical PC 2 Sentence 9.20 0.005 0.241
Talker 5.29 0.070 0.514
PC7 Sentence 14.18 0.001 0.328
Talker 3.02 0.143 0.377
Post- PC2 Sentence 14.41 0.001 0.332
Critical Talker 9.21 0.029 0.648
PC3 Sentence 10.37 0.003 0.263
Talker 1.77 0.241 0.261
PC7 Sentence 21.76 <0.001 0.429
Talker 3.26 0.131 0.395

* Sentence analyseE, | were interpreted with 1 between and 29 error eiegyof freedom;

the talker analyse$§) were interpreted with 1 within and 5 error degreéfreedom.
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Table 7.9. Main effects of interactive setting ba production of echoic questions.

Utterance Analysis )
Phase Feature Source* F Value p Value Np
Pre- PC 3 Sentence 13.31 0.001 0.315
Critical Talker 1.18 0.327 0.191
PC 8 Sentence 11.67 0.002 0.287
Talker 1.33 0.301 0.210
Critical PC3 Sentence 9.53 0.004 0.247
Talker 5.70 0.063 0.532
Post- PC2 Sentence 11.62 0.002 0.286
Critical Talker 1.52 0.273 0.233
PC8 Sentence 8.04 0.008 0.217
Talker 1.83 0.234 0.268

* Sentence analyseB,| were interpreted with 1 between and 29 error eiegof freedom;

the talker analyse$-§) were interpreted with 1 within and 5 error degreéfreedom.

Although some modifications to the visual signafevebserved across
interactive settings, these did not appear to bdyred consistently across talkers.
Indeed, some of these modifications likely relatéhe changes necessary to shape
the acoustic signal, for example increases inpigning (PC 2) during the
production of the narrowly focused critical congtimt may correspond to the
increased mean intensity difference reported inp@heb. Similarly, the increased
mean intensity observed for post-critical phadesyicorresponds to the increase in
lip opening observed in the visual analysis.

Although differences in visual articulatory parasretmay be accounted for
by considering acoustic changes as a functioneoirtteractive setting, it is
interesting that some non-articulatory gesturesabatribute little to the production

of the acoustic signal (i.e., eyebrow and rigidcheevements) were also found to
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be more prominent in the AO setting, despite thasé were not able to be seen by
the interlocutor. It does however appear to be comfar people to still produce
gestures despite not seeing with who they are esimge For example, according to
Bavelas, Gerwing, Sutton and Prevost (2008) whigmtaon the telephone talkers
produce a range of hand gestures (although tesarestent than when FTF with a
conversational partner). Krauss and colleaguesu@§,aChen & Chawla, 1996;
Kruass, Dushay, Chen & Rauscher, 1995; Krauss, ét@amuels & Colasante,
1991) propose that these gestures still occur lsecthiey assist the talker with
speech production processes (i.e., assist in doliéaxical access). A similar
interpretation could be made with regards to tleapction of non-articulatory
visual gestures during prosodic focus and phrasimgrasts (this notion will be

expanded upon in the discussion).

7.2.3.6.Talker Idiosyncrasies
As with the auditory analysis presented in the jonev chapter, it is evident from
both the analysis of prosodic realisations ancetteenination of the effect of
differing interactive settings that not all talkeqgpear to be using the same pattern of
visual features to contrast focus and phrasingaoarss interactive settings. This is
reflected by the absence of an effect in the tadkelysis (when data is collapsed
across sentences) despite the sentence analybapéenl across talkers) showing
significant differences. To investigate this furthee series of post-hoc analyses were
conducted individually for each talker, comparihg tealisation of prosodic focus
and phrasing, and differences in the realisatioim@$e contrasts across interactive
conditions. These within-items ANOVAs were intetecwith regard to a
Bonferroni adjusted of 0.00625 due to the large number of comparisansg
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made. The visual properties of each talker’s ratbas of prosodic focus and

phrasing are presented in Figures 7.10 to 7.15.

7.2.3.6.1Variable visual realisation of prosodic focus
In the visual realisation of prosodic focus, altofal4 features differed significantly
between broad and narrow focused renditions irséméence analyses, but failed to
show consistent differences across talkers, winthjority of these features
relating to movements that occurred post-criticélly., after the critical constituent
had already been produced). These features welgsadandividually for each
talker in a repeated measures ANOVA, with prosaediadition (broad focus AO;
narrow focus AO) treated as the within-items facldre significant results of these

analyses are presented in Table 7.10.
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Table 7.10. Idiosyncratic talker realisations ajgwdic focus. Analyses were interpreted

with 1 between and 29 error degrees of freedom.

Feature Vtterance Talker F Value p Value qu
Phase
PC 2 Post-Critical 3 16.19 <0.001 0.358
4 22.12 <0.001 0.433
6 9.83 0.004 0.253
PC3 Post-Critical 3 23.58 <0.001 0.448
PC4 Post-Critical 5 13.28 0.001 0.314
6 6.75 0.015 0.189
PC5 Post-Critical 2 11.53 0.002 0.285
3 8.61 0.006 0.229
4 12.28 0.002 0.297
5 32.53 <0.001 0.529
6 9.49 0.005 0.246
PC7 Pre-Critical 1 15.23 0.001 0.344
2 15.55 <0.001 0.349
5 18.63 <0.001 0.391
Post-Critical 1 68.01 <0.001 0.701
2 51.82 <0.001 0.641
3 122.76 <0.001 0.809
4 75.96 <0.001 0.724
5 66.74 <0.001 0.697
PC 8 Post-Critical 1 75.42 <0.001 0.722
3 70.91 <0.001 0.710
4 23.42 <0.001 0.447
5 19.37 <0.001 0.400
R1 Pre-Critical 2 43.91 <0.001 0.602
3 9.28 0.005 0.242
5 14.04 0.001 0.326
6 13.35 0.001 0.315
Critical 1 15.00 0.001 0.341
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Feature Vtterance Talker F Value p Value o
Phase

R1 Critical 2 85.78 <0.001 0.747
3 30.19 <0.001 0.510

5 31.87 <0.001 0.524

6 24.92 <0.001 0.462

Post-Critical 2 16.72 <0.001 0.366

3 15.72 <0.001 0.351

5 16.41 <0.001 0.361

6 69.49 <0.001 0.706
R?2 Pre-Critical 5 14.35 0.001 0.331
6 28.46 <0.001 0.495

Critical 1 11.43 0.002 0.283

2 16.77 <0.001 0.366

3 17.07 <0.001 0.371

4 11.82 0.002 0.289

6 30.76 <0.001 0.515

Post-Critical 5 11.05 0.002 0.276

6 19.14 <0.001 0.394

The talkers varied in the amount of post-critiea movement (PC 1)
relative to the baseline broads focus conditiomedlisplayed greater amounts of
movements, some showed similar amounts of jaw meneimetween the two
conditions, and some showed a reduction duringtbduction of post-focal phases.
However, none of these differences managed to aelsignificance at the adjusted
a level.

For lip opening movements (PC 2), Talkers 3, 4 Gpdoduced consistently
greater movement in post-critical phases of narmsug renditions compared to

broad focused productions. Similarly, post-focahgds were produced with greater
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lower lip movement (PC 3) by Talker 3 and more upipemmovement by Talker 5
(with Talker 6 approaching significance also). Folithe six talkers (i.e., Talker 3,
4, 5 and 6) displayed an increase in lip round®P@ 6) during the production of
post-critical phases of narrow focused renditiaiative to broad focus. However,
Talker 2 displayed the opposite pattern, with aiotidn in lip rounding during the
production of post-focal content.

There was also evidence of idiosyncratic visualisations of narrow focus
for non-articulatory movements of the eyebrows agid head movements across
utterance phases. For eyebrow raises (PC 7), Talaad Talker 5 both produced
more pre-focal eyebrow raises during the narrow tir@ad focused renditions.
However, Talker 2 produced pre-critical phases Vs eyebrow movement in the
narrow focus condition. Post-critically, four oktkalkers (i.e., Talkers 1, 3, 4 and 5)
produced more eyebrow raises (PC 7) and pinchingements (PC 7) during the
narrow focused than in the broad focused conditMrereas Talker 2 produced
post-focal content with a reduction in eyebrowirgggnovements.

Rigid pitch rotations (R 1) showed a general trehdeing increased across
the entire utterance for narrow focused renditi@asnpared to broad focused
tokens), however varied in the degree of use bl &ker. Four talkers (i.e., Talker
2, 3, 5 and 6) demonstrated an increase in moveateoss all three utterance
phases, whereas Talker 1 increased such movemigrfbothe critical constituent.
For rigid roll rotations (R 2), Talker 5 reduce@ thmount of roll rotation in narrow
focus (compared to broad focus) productions in Ipogcritical and post-critical

utterance phases. In contrast, Talker 6 showeghafisant increase across all three
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utterance phases. The remaining four talkers allveld an increase in roll rotations

during the production of the critical constituemtiarrow focused renditions.

7.2.3.6.2Variable visual realisation of prosodic phrasing
As with the production of focus contrasts, theisagion of phrasing varied across
talkers, with several features showing signifiadifferences in the sentence analysis
but not in the talker analysis. Thus, these featurere analysed individually for
each talker in a repeated measures ANOVA, withqaizscondition (broad focus
AQ; echoic question AO) treated as the within-itdagor. Statistical values for

these comparisons are shown below in Table 7.11.
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Table 7.11. Idiosyncratic talker realisations ajgmdic phrasing. Analyses were interpreted

with 1 between and 29 error degrees of freedom.

Feature Vtterance Talker F Value p Value qu
Phase

PC1 Post-Critical 1 10.70 0.003 0.270
3 31.79 <0.001 0.523

4 8.91 0.006 0.235

5 149.77 <0.001 0.838

PC 2 Post-Critical 5 104.33 <0.001 0.782
PC 3 Post-Critical 1 19.76 < 0.001 0.405
4 16.37 <0.001 0.361

5 229.80 <0.001 0.888

PC 4 Post-Critical 3 39.94 <0.001 0.579
4 13.95 0.001 0.325

5 60.61 <0.001 0.676

PC6 Post-Critical 1 11.57 0.002 0.285
3 117.01 <0.001 0.801

4 22.64 <0.001 0.438

5 83.17 <0.001 0.741

PC7 Critical 1 100.85 <0.001 0.777
2 113.55 <0.001 0.797

3 260.61 <0.001 0.900

4 158.08 <0.001 0.845

5 67.18 <0.001 0.698

6 100.85 <0.001 0.777

Post-Critical 1 63.51 <0.001 0.687

2 96.20 <0.001 0.768

3 243.34 <0.001 0.894

4 34.00 <0.001 0.540

5 1190.24 <0.001 0.976

6 100.85 <0.001 0.777
PC 8 Pre-Critical 3 13.42 0.001 0.316
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Feature Vtterance Talker F Value p Value o
Phase
PC8 Pre-Critical 5 51.30 <0.001 0.639
6 9.33 0.005 0.243
Post-Critical 3 140.12 <0.001 0.829
4 17.53 <0.001 0.377
5 219.58 <0.001 0.883
R1 Pre-Critical 3 8.88 0.006 0.234
Post-Critical 2 10.39 0.003 0.264
3 9.29 0.005 0.243
4 9.13 0.005 0.239
5 18.01 <0.001 0.383
R 2 Pre-Critical 4 11.66 0.002 0.287
5 27.58 <0.001 0.487
6 31.82 <0.001 0.523
Critical 2 13.16 0.001 0.312
3 21.83 <0.001 0.430
5 12.83 0.001 0.307
6 30.48 <0.001 0.512
Post-Critical 3 44.80 <0.001 0.607
4 11.68 0.002 0.287
5 207.612 <0.001 0.877
6 35.39 <0.001 0.550

Talkers 1, 3, 4 and 5 showed a significant deergathe amount of jaw
movement (PC 1) during post-critical utterance plas echoic questions compared
to the baseline broad focus condition. Talker b alsowed a large reduction in post-
critical lip opening (PC 2) during echoic questmoeduction (however, this talker
was the only one to use this feature). A reduatidower lip movement (PC 3) was

produced in the post-critical phase of echoic qaest(relative to broad focus
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renditions) by Talker 1, 4 and 5. Talker 3 decrdake amount of upper lip
movement during the post-critical phase of echoiestjons (relative to broad focus.
By contrast, Talker 4 and 5 produced more uppemipement (PC 4) for echoic
questions. Talkers 1, 3, 4 and 5 also reduced jatvysion (PC 6) during the post-
critical phase of echoic questions.

As with the focus contrasts, talkers also varretheir use of non-articulatory
gestures to contrast phrasing types. This was ewdl&ing the critical constituent
for the production of eyebrow raises (PC 7): Talkeeduced the amount of
movement (i.e., lowered their brows), while the agmng five of the talkers all
raised their eyebrow more during the productiorafoic questions. The use of
eyebrow raising also differed between talkers fustgritical content in echoic
questions, with Talkers 2, 5 and 6 producing sigaiftly less eyebrow raises
compared to broad focused renditions, whereasttier three talkers produced
significantly more eyebrow raises during the pagteal phase. Similarly, some
talkers used more brow pinching (PC 8) in theifisation of echoic questions, with
Talkers 3, 5 and 6 producing more of this moveneftte pre-critical utterance
phase, and Talkers 3, 4 and 5 increasing thesemeus during post-critical
utterance phases of echoic questions, relativedadofocused renditions.

Rigid head movements (R 1 and R 2) were somewbeg rariable across
talkers for phrasing realisation. For example, €alk decreased rigid pitch rotations
during the production of pre-critical echoic quess, whereas all other talkers
produced similar amounts as in broad focused remgit For post-critical utterance
content, there was a general trend for echoic mquesto be produced with greater

rigid pitch rotations, with four talkers (i.e., kak 2, 3, 4 and 5) displaying this
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pattern of data. For rigid roll rotations (R 2)|k&x 5 produced all three utterance
phases in echoic question renditions with less ma&ve than in broad focused
renditions, whereas Talker 6 produced all threesphavith an increase in roll
rotation. Talker 2 only increased roll rotationgidg the production of the critical
constituent in echoic questions, whilst Talker &&ased these movements during
critical and post-critical phases. Finally, Talkereduced such movements in pre-
critical phases, however produced post-criticalsglsaof echoic questions with more
rigid roll rotations than in broad focused statetmrenditions.

From these analyses, it is evident that talkaliseita wide range of
idiosyncratic strategies to visually mark prosochatrasts. Furthermore, these
individual idiosyncrasies occur both in articulgtonovement and non-articulatory

gestures (as previously observed by Dohen et@06,22009).

7.2.3.6.3ldiosyncratic prosody production across interactognditions
To determine whether talkers differed in their agparticular movement features
dependant on the interactive setting (i.e., whetinerot they could see the talker),
the features identified as being significant in skatence analysis (but not in the
talker analysis) were further examined for eacketain a repeated measures
ANOVA, with prosodic condition (AO rendition; FTEemndition) treated as the

within-items factor. The statistical comparisons ggported in Table 7.12.
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Table 7.12. Idiosyncratic talker realisations ofroes focus and echoic questions across

interactive settings. Analyses were interpretedh Wibetween and 29 error degrees of

freedom.
Utterance Feature )
Phase Talker F Value p Value Np
Narrow Focus
Pre-Critical R1 2 46.17 <0.001 0.614
4 17.44 <0.001 0.376
R2 1 10.93 0.003 0.274
5 9.80 0.004 0.253
6 40.08 <0.001 0.580
Post-Critical PC 2 2 12.66 0.001 0.304
PC3 2 27.71 <0.001 0.489
3 9.30 0.005 0.243
PC7 1 31.47 <0.001 0.520
2 36.29 <0.001 0.556
Echoic Questions
Pre-Critical PC3 2 7.79 0.009 0.212
3 9.89 0.004 0.254
PC8 3 12.93 0.001 0.308
Critical PC3 6 8.79 0.006 0.233
Post-Critical PC 2 2 11.95 0.002 0.292
4 14.76 0.001 0.337
5 10.20 0.003 0.260
PC 8 2 11.33 0.002 0.281
3 10.04 0.004 0.257

For the production of narrow focus renditions, bo#tker 2 and Talker 4
produced pre-critical content with more rigid pitdtations (R 1) in the AO than
FTF condition. Similarly, Talker 6 produced an &sed amount of rigid roll
movements (R 2) during the pre-critical phase in #&fiings. However, other talkers
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producedmoreroll rotation movement when they were able to densby the
interlocutor (i.e., in the FTF setting).

For the narrowly focused critical constituent, #ie@ was found across
sentences but not across talkers for lip openil@4P All bar one of the talkers
produced these movements at similar levels acratbsAO and FTF settings, while
the remaining talker produced a greater amounpaipgening movement in the FTF
setting (however, this difference was not statdhycsignificant at the adjusted
level). Post-critically, narrow focus renditionsthre AO setting were produced with
a greater amount of lip opening (PC2) by Talkear®j with a greater amount of
lower lip movement by both Talker 2 and 3. Eyebrawing (PC 7) during post-
critical utterances also showed variability acradisers, with Talker 1 producing
more movements in the AO relative to FTF conditiwhereas Talker 2 produced
more of these movements when they could be sean byterlocutor in the FTF
condition.

For the realisation of echoic questions, pre-aitaontent produced in the
AO setting was produced with a greater amountweldip movement (PC 3) by
Talker 2 and Talker 3. Similarly, Talker 3 produged-critical content in AO
settings with more eyebrow pinching (PC 8). Forahtcal constituent, only Talker
6 consistently produced a greater amount of loye{HC 3) movement in the AO
compared to FTF renditions. For utterance conteethoic questions following the
critical constituent, Talker 2 and Talker 4 prodidiceore lip opening (PC 2) in the
AO renditions, whereas Talker 5 produced greateraments in the FTF renditions.

Eyebrow pinching (PC 8) during post-critical phases also greater in AO than

178



Chapter 7: Visual Analysis of the Speech ProsodypG®

FTF settings for Talker 2, and Talker 3 despitefétot it could not be seen in these

settings.
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Figure 7.10. Visual realisation of prosodic consdgstpresented as a proportion of the broad focresadtition) of utterances produced by Talker 1.
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Figure 7.13. Visual realisation of prosodic consdgstpresented as a proportion of the broad focresadtition) of utterances produced by Talker 4.
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7.2.3.6.4Use of rigid head motion across interactive seting
Whereas the analysis of many of the visual featteesaled only small differences
between the interactive conditions (many of whikbly relate to the articulatory
processes necessary to produce the acoustic dffgbigghted in Chapter 5), rigid
movements of the head appeared to clearly differenthe interactive settings
(although this occurred in differing ways acroskdes). Given that these
movements are not directly or exclusively tied ticcalation, they are more able to
exhibit greater variability across talkers, senemnand repetitions (and as such may
not be consistently produced enough to show siamti effects when the data is
collapsed across sentences and talkers). FromdsiguiO to 7.15 that show
individual talkers’ visual strategies for markingppody, it appears that some talkers
are indeed sensitive to whether or not their gestaan be seen by an interlocutor.
The statistical values of these comparisons arensho Table 7.13.

For the critical constituent in narrow focus reradis, Talker 1 and Talker 2
both produced more rigid roll rotations (R 2) ie tAiTF condition (this difference
however was not significant). Similarly, Talker B&dguced significantly more rigid
roll rotations in the FTF condition. Additionallyalker 3 and Talker 5 both
produced more (but not significantly more) rigidicpirotations (R 1) in the FTF
condition. In FTF settings, the post-focal utteepbase was produced with more
roll rotation by both Talker 2 and Talker 5.

For echoic questions, Talker 3 produced all thtésrance phases when the
interlocutor could be seen with an increase irdrfgtch rotations (R 1). With the

exception of Talker 6, the remaining four talkersquced significantly more rigid
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roll rotations (R 2) in the AO setting during pnetical, critical and post-critical

utterance phases.

Table 7.13. Idiosyncratic talker uses of rigid heaation during the production of narrow
focus and echoic questions across interactivengsttiAnalyses were interpreted with 1

between and 29 error degrees of freedom.

Utterance )
Feature Talker F Value p Value Np
Phase

Narrow Focus

Critical R2 5 9.77 0.004 0.252
Post-Critical R2 2 7.49 0.010 0.205
5 15.53 <0.001 0.349
Echoic Questions
Pre-Critical R1 3 15.22 0.001 0.344
R2 1 13.12 0.001 0.312
2 8.72 0.006 0.231
4 24.14 <0.001 0.394
5 17.84 <0.001 0.381
Critical R1 3 11.01 0.002 0.275
R2 1 18.84 <0.001 0.394
2 18.73 <0.001 0.392
4 24.95 <0.001 0.462
5 19.24 <0.001 0.399
Post-Critical R1 3 13.21 0.001 0.313
R2 1 20.85 <0.001 0.418
2 9.62 0.004 0.249
4 40.18 <0.001 0.581
5 14.53 0.001 0.334
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7.2.4.Discussion
The outcome of the current analyses suggests thlatdnticulatory and non-
articulatory gestures are involved in contrastinggll from narrowly focused
utterances, and statements from echoic questidresgiieater amount of movement
on PCs 1 through to 6 during the production ofdhigcal constituents for narrow
focus and echoic question renditions (relativéhtoliroad focus baseline) likely stem
from the movements required to shape the acougteals however for the gestures
less directly tied to articulation, such as eyebem rigid head movement, it may be
that these are used by talkers to convey additsualasegmental content to
perceivers. Furthermore, the type of movementsetilialso differed between
contrasts types: narrow focus tokens were produtidmore eyebrow raising (PC
7) and pinching (PC 8) consistently across sengeand talkers; for phrasing,
eyebrow pinching and rigid pitch rotations (R 1ygeystematically used to contrast
statements from questions. The perceptual relevainitese visual differences is
further examined in Chapters 9 and 10.

As with the acoustic properties, some visual patans differed as a function
of utterance length and the location of the critaanstituent within the utterance.
Most of these differences occurred for post-critazantent in both the focus and
phrasing contrasts. Utterance length only appe@arethtter when the critical
constituent occurred late in the utterance; this tmae for the post-focal phase of
both narrow focus and echoic questions, with gresteunts of movement
occurring for short utterances with late criticahstituents. This pattern could be
interpreted in a similar fashion as the acoustta.dBhat is, after prosodically

marking a critical constituent using increased nmoeet, the amount of movement
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gradually returns to that which was exhibited prieally; when the critical
constituent occurs late in the utterance (partitylahen the utterance is short),
there is insufficient time to readjust.

Some interesting effects were observed as a fumdfiinteractive settings
(i.e., whether or not the talker was able to sedriterlocutor). It was expected that
talkers would only enhance non-articulatory visuas in situations where they
would be visible to an interlocutor (in the FTF ddion), however the opposite was
observed: greater movements, both articulatoryrexmdarticulatory, occurred in the
AO setting when the talker could only hear themwarsational partner. For
example, despite the fact that the eyebrow movesneete not able to be seen and
have little to do with the shaping of the acoustgnal, they were exaggerated
(relative to the FTF settings) across critical podt-critical phases for narrow focus
renditions.

In interpreting this result, it is important to cidher the various proposals for
the functions of visual prosody. The “muscular sgy&account (Guaitella et al.,
2009) suggests that non-articulatory gestures agioyly as a by-product of the
speech production process, with any communicaigrefit being epiphenomenal.
One explanation for why such gestures are proddesgite the fact they will not be
seen would be if non-articulatory cues cannot m®dpled from speech production.
However, if this were the case, some degree ottaion would be expected
between articulatory and non-articulatory paranseféris was not observed in the
correlation analysis between principal componeaéstion 7.2.2), or between the
produced auditory signal and non-articulatory gest\ithis is examined in the

following chapter).
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An alternate view is that gestures not involvediiiculation are produced
intentionally to serve some communicative funciilecha-Garcia, 2010; Swerts &
Krahmer, 2010), either by enhancing the perceal&nce of a prosodic contrast
(with non-articulatory gestures being temporaligad with the prosodically
marked constituent, i.e., “alignment” hypothesis)to signal to a perceiver that a
prosodically marked constituent is about to ocouhie auditory stream (with such
gestures occurring before the critically markedstivment, i.e., “signalling”
hypothesis). In the case that visual cues do sesignalling function, an increase in
the amount movement may have occurred for uttesaremmrded in the FTF setting,
but due to them being temporally shifted and the@iaing during the pre-critical
utterance phase, any differences as a functioheointeractive setting may have
been washed out (i.e., due to these movementg bellapsed across the rest of the
pre-critical utterance content, an increase in mwam at the end of the utterance
phase may not be large enough to generate aisttissignificant difference in the
mean area under amplitude curve measure). Indeee was an increase in at least
one rigid head motion parameter for critical canstnts produced in the FTF setting
when talkers were examined independently, sugggesiat different movement
parameters may have differential functions. Tomteegle these hypotheses, it is
necessary to examine the temporal alignment betwexodically marked
constituents and the onset of non-articulatoryalisues (such an examination is
conducted in Chapter 8), and to evaluate whetleeptbsence of visual markers
increases the overall perceptual salience of theoglio contrasts (supporting the

“alignment” hypothesis, see Chapter 9).
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An alternative (but not necessarily exclusive) agttas that non-articulatory
movements of the face may serve a purpose foatkers themselves, assisting in
the conceptualisation of the spoken message. $htitdse movements may form
part of the talker's mental representation of pdys@nd thus be produced regardless
of whether or not they will be seen. Indeed, tlusan has previously been proposed
to account for talkers’ production of manual gessufe.g., arm and hand
movements) despite the fact they are not visibltoversational partners (Alibali et
al., 2001; Alibali, Kita & Young, 2000; Hostettexlibali & Kita, 2007; Kita, 2000;
Krauss, 1998).

It should also be noted before moving on that tloeeiased articulatory
movements as well as the increased intensity Fewld for utterances recorded in
the AO setting appear to be at odds with the resafiorted by Fitzpatrick et al.
(2011). In their study, talkers produced speeatoise with significantly lower
intensity levels, but with greater articulatory neovents in a FTF setting compared
to speech produced in AO settings. There are sekeyalifferences between
Fitzpatrick et al.’s (2011) study and the curreme;ofor example, Fitzpatrick et al.’s
study involved the production of speech in noisg amore interactive dialogue
exchange task. Given this, further investigatioreuired to determine whether the
degree of interactivity, or the presence of nowepth) was responsible for the

difference.
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Chapter 8. The Relationship between Auditory and Visual
Prosody

In Chapters 5 and 7, the auditory and visual piigseof the recorded speech
prosody corpus were independently examined. Astietd out, differences across
prosodic contrasts were found in both modalitigss Buggests that in addition to
the auditory properties typically assigned a praséghction there are visual
properties that can also be regarded as prosodielates or cues. However, some
questions remain to be answered: First, what iptbeise nature of the relationship
between auditory and visual signals? One assumptight be that the relationship
between these signals would be stronger in sitagtichere a constituent is
prosodically marked (i.e., in narrow focus and eclypestion renditions, compared
to broad focused ones). Also, what role do thealisarrelates play with respect to
conveying prosodic information to perceivers? #réhis some form of auditory-
visual benefit for prosody (e.g., an increase egbrceptual salience of prosodic
contrasts when accompanied by visual informationght this effect be greatest
when the relationship between signal modalitiegrsngest?

Here in the current chapter, the relationshipvbeh the signal modalities
was explored (while the functional roles that theiseial prosodic correlates have for
perception will be examined in the chapters thibwg. The relationship between
auditory and visual cues was determined by firsin@ring the correlation between
the acoustic features and the visual parametecangly, the temporal relationship
between the onset of the critical word and the oetice of non-articulatory visual

cues (i.e., eyebrow raises and rigid pitch rotafjomas investigated. Finally, the
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relationship between rises ki in the auditory signal and the occurrence of ey&b

and rigid head movements was explored.

8.1.Correlation between Auditory and Visual Properties

Given that many properties of auditory and visyeexh originate from the same
spatio-temporal event (i.e., speech production3, éxpected that articulatory (i.e.,
lip and jaw opening) and closely related moveméats., cheek motion) will bear a
reasonably close relationship with those aspediiseoproduced acoustics that are
used to signal prosody (Yehia et al., 1998). Indaedrder to produce a speech
sound over an extended duration (a property foonadrrowly focused and
echoically questioned syllables), the talker muaintain the configuration of the
articulators for this amount time (de Jong, 19%ilarly, increases in amplitude
are likely to be accompanied by more dynamic jaweneents that end in a lower
jaw position (Edwards et al., 1991; Summers, 1987).

Other visual cues to prosody, although not stricdypled with the
articulatory process, have also been shown to shdymamic relationship with
auditory signal properties (e.g., between intensibdulation and rigid head
movement, Hadar et al., 1983) modulation and eyebrow movements, Caveé et al.,
1996; Guaitella et al., 2009) . For example, strasgpciations have been found
betweer0 modulations and rigid head motion, with Yehiaydtate and Vatikiotis-
Bateson (2002) showing that a large amount of maganF0 (88% for an American
English talker, and 73% for a talker of Japaneese)dbe estimated from rigid head
motion. Although these correlations are high, thveas a negligible relationship
betweer0 and rigid head movements for some tokens ingberded corpus,

suggesting that the coupling of the two parameteag be functional, rather than a
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necessary one. Additionally, the amount of headandhat could be inferred 0
was substantially lower (i.e., 50% for the talkeAmerican English, and only 25%
for the Japanese talker) when the estimation waslleded in the opposite direction
(Yehia et al., 2002).

The lack of evidence of a direct coupling betw&@rand head movements
leaves open the possibility that the associatifleats particular communicative
strategies of the talker; strategies that areyikelvary according to the prosodic
nature of the utterance. If this is the case, therrelationship between auditory and
visual signals is likely to be intermittent and pibbéy non-linear. As such, the current
analysis examined whether there was a significgationship between the auditory
and visual signals in the recorded corpus by detengithe strength of the
correlations between the auditory (i.e., intenaitgF0 contours) and visual
parameters (principal component amplitude curvbgined by the analyses detailed
in the previous chapters. In addition to deterngrtimese values across more than
2000 utterances, the design of the speech prosogy< allows for the examination
of whether such relationships were greater foratiees that contained a
prosodically marked constituent (i.e., narrow foand echoic questions) compared
to the baseline broad focused ones (this was darieylarly for those auditory and
visual properties that showed differences acrosptbsodic contrasts), with it
expected that the relationship between signal nitteaivould be strongest in

situations where a constituent was prosodicallykexr

8.1.1.Method
Although the acoustic properties of each utterdrazepreviously been determined
(see Chapter 5), the sampling rate was substanti@her (i.e., 44.1kHz) than that
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of the visual motion data. As such, the acoustrameters for each utterance were
re-calculated using Praat (Boersma, 2001). Hlheontour was extracted for each
utterance at time steps of 1/56f a second (~16.667 ms, to match the samplirgy rat
of the visual data of 60Hz), with a pitch floor@s Hz and ceiling of 300Hz. Octave
jumps were removed from the resulting contour,dinve was interpolated over
voiceless content, and smoothed with a 10Hz filkee intensity profile of each
utterance was also extracted at time steps of"1d6@ second.

Pearsons correlations were then calculated indigpely for each utterance
between the extracted acoustic features, and salMparameters (represented as
principal component values over time, see Chaptana the rigid pitch (R 1) and
roll (R 2) parameters, using custom-written scriptMatlab. The resulting
correlations for every utterance in the corpushtmafound as Appendix D.

It should be noted that, by using cross-correlati@rant and Seitz (2000)
found that the strongest relationship between sitgmnd area of mouth opening
occurred when the auditory signal lagged behind/thigal one by approximately
33ms (i.e., the video signal preceded the audaamwyal by one frame). However,
this lag value was obtained by examining only twotences, and also varied in a
subsequent analysis examining different segmentdkat. As such, the current
analyses were conducted using zero-lag correlati@midest the strength of the
correlation between auditory and visual propestrgbout any time delay. It is
acknowledged that this way of testing the relatijp®etween the signals is likely to

underestimate the strength of their correldfiphowever it has the virtue that it was

3t is possible that some of the variables are@ated by a non-linear relationship. To evaluais, th
Spearman rank{) correlations were conducted between the acofesitares and visual parameters.
The outcome of this analysis was only negligiblffedent to the Pearsons correlations. The restilts o
these analyses are included in Appendix E.
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applied equally for all the different types of meiesl properties and so was unlikely

to favour one against the other.
8.1.2. Results

8.1.2.1.Global Correlations
The global correlation properties between acowasta visual properties, collapsed
across utterances and prosodic conditions areagsglin Table 8.1. As expected,
jaw opening (PC 1) and lip opening (PC 2) were lmotuerately correlated with the
intensity of the produced acoustic signal (i.eeréhis a causal relationship between
the movement of the articulators and the produpegch output). However, even
for these movements, the relationship with audifogperties varied greatly across
utterances. For example, the correlation betwgeadening (PC 2) and intensity
ranged betweenvalues of -0.81 and 0.85. In contrast, there veasamsistent strong
relationship with~O for any of the visual parameters. As with intgnghe
relationship was highly variable between the viquembhmeters ané0, for example,

rigid pitch rotations ranged from -0.98 to 0.97as utterances.
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Table 8.1. Global correlation properties collapaebss utterances, prosodic contrasts and
talkers,n = 2160.

Minimum Maximum

Visual Mean Standard Median
Feature r Deviation r r r
Value Value
Intensity
PC1 0.395 0.201 0.402 -0.390 0.810
PC 2 0.390 0.296 0.458 -0.808 0.847
PC3 0.278 0.310 0.344 -0.785 0.847
PC4 0.026 0.297 0.018 -0.812 0.809
PC5 0.155 0.272 0.152 -0.706 0.836
PC6 -0.122 0.283 -0.145 -0.784 0.771
PC 7 0.115 0.307 0.153 -0.771 0.791
PC 8 0.004 0.292 0.030 -0.758 0.649
R1 0.187 0.322 0.224 -0.680 0.851
R2 -0.076 0.353 -0.061 -0.839 0.782
Fundamental Frequency
PC1 -0.015 0.343 -0.027 -0.904 0.894
PC 2 0.004 0.346 -0.008 -0.883 0.875
PC3 0.019 0.392 0.021 -0.867 0.908
PC 4 0.000 0.353 -0.003 -0.911 0.932
PC5 0.016 0.403 0.007 -0.926 0.967
PC6 -0.009 0.417 0.008 -0.948 0.952
PC7 -0.019 0.418 -0.035 -0.954 0.962
PC 8 -0.028 0.387 -0.031 -0.933 0.900
R1 0.128 0.503 0.200 -0.978 0.974
R2 0.009 0.521 -0.009 -0.974 0.966

8.1.2.2.Correlations as a function of Prosodic and Interaeé Settings
The correlation values showed large variation sgrgterances. One method of

using such variable data is to determine whetheecémtral tendencies of these
198



Chapter 8: The Relationship between Auditory ansLisi Prosody

correlations differed over the prosodic conditiansl interactive settings, as this
would provide evidence that AV relationships weffected by these variables.

For intensity, the relationship with jaw movemeRC(1), lip opening (PC 2),
lower lip movement (PC 3) and rigid pitch rotatigis1) were examined. The
articulatory parameters were selected on the baaithey showed the greatest
median correlation value across all conditions @sdddressed previously, there is
an a priori expectation that articulatory movementslinked with the properties of
speech output). The rigid parameter was chosernhas ibeen previously suggested
that such movements may assist listeners withégmentation of the continuous
speech stream into individual word units (cf. Da&i&im, 2004, 2006; Hadar et al.,
1983; Munhall et al., 2004). F&0, the relationship with eyebrow raising (PC 7),
eyebrow pinching (PC 8), rigid pitch rotations (R dnd rigid roll rotations (R 2)
were examined. These features were selected dratie of previous research that
proposed a strong link betweEf and eyebrow and rigid head movements (Cavé et
al., 1996; Granstrom & House, 2005; Guaitella et24l09; Yehia et al., 1998,
2002).

The median correlation values between these acomsti visual features for
the entire corpus (as a function of prosodic caodiand interactive setting) are
provided in Table 8.2. Histograms of the distribas of these correlation values are

shown in Figure 8.1 to Figure 8.6.
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Table 8.2. Median correlation)(values between acoustic properties and visuapooents,
as a function of the prosodic condition and intevacsetting.n = 360 per cell. Median
correlation values above 0.30 are presented in bold

AOQ Interactive Setting FTF Interactive Setting
Component Broad Narrow Echoic Broad Narrow Echoic
Focus Focus Question Focus Focus  Question
Intensity

PC1 0.437 0.399 0.357 0.419 0.421 0.396

PC 2 0.431 0.465 0.451 0.468 0.466 0.451

PC 3 0.352 0.355 0.373 0.307 0.300 0.356

R1 0.274 0.182 0.112 0.291 0.274 0.199

Fundamental Frequency

PC7 -0.083 0.073 -0.060 -0.053 -0.006 -0.038

PC 8 -0.058 0.051 -0.052 -0.064 0.016 -0.063

R1 -0.341 -0.226 -0.142  -0.318 -0.196 0.085

R2 -0.062 0.118 -0.108 0.011 0.091 -0.114
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Figure 8.1. Histograms of the distribution of ctatt®n coefficients (calculated between
auditory and visual parameters) for broad focusnskrecorded in the AO interactive setting

(blue shows the distribution of the movement anensity correlations; red shows the FO

correlations).
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Figure 8.2. Histograms of the distribution of ctatt®n coefficients (calculated between
auditory and visual parameters) for broad focugstskrecorded in the FTF interactive

setting.
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Figure 8.3. Histograms of the distribution of ctatt®n coefficients (calculated between
auditory and visual parameters) for narrow fockens recorded in the AO interactive

setting.
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Figure 8.4. Histograms of the distribution of ctatn coefficients (calculated between
auditory and visual parameters) for narrow foclkets recorded in the FTF interactive
setting.
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Figure 8.5. Histograms of the distribution of ctatt®n coefficients (calculated between

auditory and visual parameters) for echoic quedt&ens recorded in the AO interactive

setting.
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Figure 8.6. Histograms of the distribution of ctat®n coefficients (calculated between
auditory and visual parameters) for echoic quedt&ens recorded in the FTF interactive
setting.
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The correlation values were examined in a seridgetWfeen-subjects
ANOVAs. The first set of analyses compared theseesas a function of the
prosodic contrast (i.e., focus: broad vs. narrowaping: statement vs. echoic
question), while the other compared the produabio@ach prosodic condition
between interactive settings (i.e., AO vs. FTF)e@athe number of comparisons,

these analyses were interpreted witludevel of 0.0125.

8.1.2.2.1Correlations across focus contrasts

For intensity, the only difference as a functiorfafus condition was for rigid pitch
rotations (R 1)F(1,718) = 16.96p < 0.001,;7p2: 0.023, with the strength of the
relationship between head movement and intensigkerein the narrow focus
compared to broad focus condition. In term&0f a difference was found between
broad and narrow focus for eyebrow raising (PG~(},718) = 15.92p < 0.001,

;7,,2: 0.022; eyebrow pinching (PC &)(1,718) = 8.69p = 0.003,;7p2= 0.012; and
rigid roll rotations (R 1)F(1,718) = 8.29p = 0.004,;7p2= 0.011. However, for all
three contrasts, the meanalue was < |0.10|, so although there was a signif
difference between conditions, it reflects a chainge weak correlation to no

correlation at all.

8.1.2.2.2 Correlations across phrasing contrasts
Phrasing contrasts showed significant differenodbe relationship between
intensity and jaw opening (PC B)(1,718) = 19.25p < 0.00l,an: 0.026; lower lip
movement (PC 3)%(1,718) = 9.20p = 0.003,77p2: 0.013; and rigid pitch rotations
(R1),F(1,718) =42.75p < 0.001,77p2= 0.056. The strength of the relationship
between both articulatory parameters and intengity weaker for echoic questions

compared to statement renditions; this was alscdbke for pitch rotations (R 1). For
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FO, phrasing contrasts showed a difference in tlagioaship only for rigid pitch
rotations,F(1,718) = 11.13p= 0.001,77p2= 0.015, with a weaker relationship for the

echoic question renditions.

8.1.2.2.3 Correlations across interactive settings
For the comparison of the strength of the relatgmbetween auditory and visual
properties for prosodic conditions across intevacsettings, no difference was
observed for intensity d¥0 for broad focus renditions (i.e., the mean catreh
across all parameters was equivalent regardletbe afisual availability of the
interlocutor).

For narrow focus conditions, a difference in claien means was observed
between intensity and rigid pitch rotations (RA(1,718) = 6.99p = 0.008,;7,,2:
0.010, with a stronger correlation between thetauwgiand visual properties for the
FTF condition (i.e., when the movements could nd®y an interlocutor). No
differences as a function of the interactive sgttiere found fofF0 relationships.

The effect across interactive settings for intgnsbserved for narrow focus
was replicated for echoic questioR$1,718) = 9.18p = 0.003,;7p2: 0.013, with the
strength of the relationship between intensity agid pitch rotations (R 1)
increasing in the FTF setting (compared to the A®)oThe relationship between
FO and rigid pitch rotations also differed acrodsrnactive settings for echoic
guestionsF(1,718) = 11.29% = 0.001,;7p2= 0.015, however the relationship

weakened in the FTF setting.

8.1.2.2.4 Correlations during critical utterance phases
An interesting outcome of the analyses so far Wwasveakeningf the overall

relationship between auditory and visual propetitiesentences when the critical
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constituent was prosodically marked (i.e., narrofslyused or echoically
questioned). A possible explanation for this reduoarelation is that for these
sentences, the relationship between auditory asubl/signals became more non-
linear, with the timing of pre-critical and positmal utterance phases affected by
talkers attempting to bring the auditory and vissighals more into alignment for

the critical utterance phase. To explore this gy, an additional set of

correlation analyses were conducted between ayditaat visual signal properties,
but only for the critical constituent (instead bétcomplete utterance), as differences
in these values would be more straightforward terpret. The median values of
these correlations as a function of the prosoditiateractive condition are

displayed in Table 8.3.

Table 8.3. Median correlation)(values between acoustic properties and visuapooents
for the critical constituent of each utteranceadsnction of the prosodic condition and

interactive settinga = 360 per cell.

AO Interactive Setting FTFE Interactive Setting

Component Broad Narrow Echoic Broad Narrow Echoic
Focus Focus Question Focus Focus  Question
Intensity
PC1 0.275 0.338 0.337 0.286 0.342 0.269
PC 2 0.239 0.337 0.342 0.221 0.299 0.254
PC 3 0.126 0.200 0.182 0.116 0.195 0.149
R1 0.176 0.049 -0.108 0.199 0.096 0.051
Fundamental Frequency
PC7 0.062 0.252 0.088 0.045 0.137 -0.091
PC 8 0.043 0.067 -0.071 -0.027 -0.015 -0.179
R1 0.263 0.146 -0.005 0.262 0.216 0.174
R2 -0.087 0.038 0.314 -0.071 0.037 0.115
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For the critical constituent during focus contratie strength of the
relationship between intensity and jaw movement {RE(1,718) = 51.35p <
0.00l,npzz 0.067; intensity and lip opening (PC B)1,718) = 16.30p < 0.001,
np>= 0.022;F0 and eyebrow raising (PC F(1,718) = 18.32p < 0.001 4;,°= 0.025;
andF0 and eyebrow pinching (PC &)(1,718) = 10.24p = 0.00l,an: 0.014, all
increased in the narrow focus condition (relativéhte broad focused utterances).

For phrasing contrasts, a significant differencéhmstrength of correlations
was found between intensity and jaw opening (PE&(),718) = 19.70p < 0.001,
np>=0.027, lip opening (PC 2F(1,718) = 25.50p < 0.001,°= 0.034, and rigid
pitch movements (R 1k(1,718) = 57.28p < O.OOl,;ypZ: 0.074, for the critical
constituent in echoic question renditions. Thetr@fship between articulatory
parameters and intensity increased in strengtthiBoechoic question renditions
(compared to statement renditions), whereas thé mgvement parameter shifted
from being slightly correlated to practically shogyino correlation. No variations in
the strength of correlation were observed for glationship betweeR0 and
movement parameters for the critical constituenghrasing contrasts, nor was there
any effect of interactive setting across any ofgihesodic conditions. Thus, it
appears when the critical word is important, tHatrenship between modalities (for
some parameters) is enhanced, but this only o¢outke critical word, not the

entire utterance.

8.1.3.Discussion
The current analyses examined whether there wigmidicant correlation between
the auditory and visual properties of the recorsigeech corpus, and whether the
strength of these relationships differed as a fanaf the prosodic condition. For
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both articulatory and non-articulatory movemerts, rielationship with acoustic
properties was highly variable. In terms of artataty movements, the variability in
the strength of the relationship may be due in fmattie parcelling of the data into
principal components. That is, to achieve a greatauth opening (which correlates
with increases in signal intensity), talkers cae agjreater amount of jaw motion
(PC 1), or they could achieve this by increasirggdpening of their mouth (PC2,
independent of jaw motion), or by moving the upff&€ 4) or lower lip
independently (PC 3), with each of these moveme&qiesented by different
components. Thus, if talkers are inconsistent éntyipe of movement they use to
achieve articulatory movements, so too will bedbeelation between such
movements and the generated acoustic signal.

To explore this hypothesis further, a post-hocysisiwas conducted by
calculating the Euclidean distance between the mupyedle lip and lower middle lip
markers from the visual data, and examining theetation of this value with the
intensity profile for each utterance. The mediatalue collapsed across utterances
of 0.41 M =0.41,SD=0.17, Range: 0.00 — 0.80) was comparable tfighee
observed for the correlation conducted with theg@pal components (i.e., between
intensity and PC I,= 0.40, and between intensity and PC 2,0.46). Thus, itis
more likely that the variability in the correlatioalues across utterances reflects
some non-linear and intermittent relationship betwihe signals.

For non-articulatory movements, the relationshepieen auditory and visual
properties was much more variable than that prelowported by Yehia et al.
(2002). Similar degrees of variability (to that fmlhere) have been reported for the

relationship between brow movements &bd with Cavé et al. (1996), and more
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recently Guitella et al. (2009) acknowledging thl#ttough a large proportion of
brow raises were accompanied by raisdsnthis is not the case fewery
occurrence of aR0 rise. Whereas talkers are believed to be faohsistent in their
use ofF0 to signal prosodic contrasts (this however iduatad in Section 8.3),
there seems a large degree of behavioural vatiabiith within and between talkers
in the use of non-articulatory movements, suppgrérunctional role for these
gestures rather than that they occur due to someenatic coupling with the process
of speech production.

When the critical constituent was examined indepandf its surrounding
context, the strength of the relationship betwewenisity, and PC 1 and 2 (jaw and
lip opening) increased in conditions where theaaitword was prosodically marked
(i.e., in narrow focus and echoic question rendgjaelative to the baseline broad
focused tokens. Similarly, the relationship betwE8rand eyebrow raises was
stronger for the critical constituent in narrombctised renditions. The perceptual
effect of this increased strength of relationshilb be explored further in Chapter 9.

In sum, the relationship between the auditory asdal prosodic signals
appears to be highly variable, with little evidemaeuggest a simple one-to-one
coupling between the modalities. However, a linotabf the current analysis is the
assumption that the signals are linearly relatetiatur at the same time (not at
some delay). Given that non-articulatory gesturesqat involved in the production
of the acoustic signal, they are free to vary girtform but also in their timing, and
as such may exhibit a variable and non-linearigeiahip with auditory signal

properties. Given this, an alternate approach pioeixg the relationship between
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the modalities is to examine the timing of how rastieulatory gestures relate to

segmental content. Such an analysis is detailéteifollowing section.
8.2. Temporal Alignment between Auditory and Visual Prosdy™*

As the relationship between non-articulatory videaktures and the auditory signal
may be in part non-linear, the current analyse$oee@ aspects of the auditory-
visual relationship that might not be adequatefptaged by examining the
correlation values. To do this, the temporal aspetthe visual prosodic cues were
examined in relation to the timing of the criticaterance phase.

The examination of the timing of auditory and viscaés to prosody is also
important because it has been specifically proptisaicthe occurrence of eyebrow
raises or a rigid tilts of the head align with curethe auditory stream in order to
enhance the “perceptual strength” of a prosodicablyked constituent. That is, it
has been argued that visual cues will occur inlssorgy with, or in close temporal
proximity to, auditory markers of prosody, and lmyrd) so generate a more salient
prosodic percept (i.e., the “alignment hypothesikijleed, the results of several
recent studies appear to provide some support fhttpothesis. For example, in a
study by Flecha-Garcia (2010), pairs of particisamére audio-visually recorded
engaging in a fairly unconstrained face-to-facdodjae task. The auditory and
visual recordings were then independently annotatiide for the occurrence of
pitch accents (i.e., the syllable was prominenth&utterance) in the auditory
stream, and of eyebrow raises in the visual si(pefined as any upward movement

from a neutral baseline position of at least orebeyw). More than 80% of eyebrow

14 A preliminary version of this analysis has presitylappeared in: Cvejic, E., Kim, J., & Davis, C.
(2011). Temporal relationship between auditory @isdal prosodic cuesnterspeech 201%p. 981-
984.
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movements started within 330ms of the nearest pitclent, with the average brow
raise occurring 60ms before the onset of a pitclersic

Further evidence supporting the alignment hypothissprovided by Swerts
and Krahmer (2010) in their analysis of non-arttoty gestures (i.e., eyebrow
raises and rigid head movements) that co-occurrgdpich accents in the speech
of four Dutch newsreaders. Perceivers were predemtd 60 auditory-only tokens
of sentences produced by the newsreaders and &sldahtify the word (or words)
that were clearly emphasised (with items identiiseing emphasised by more
than half of the perceivers being classified asritaa “strong” accent, and words
with less than 50% agreement across raters beedjéd as possessing a “weak”
accent). Two observers independently annotateddbearrence of rigid head
movements (in any direction) and rapid eyebrow moats (i.e., movement of at
least one eyebrow in an upward or downward diregtio visual only displays, with
these annotations compared to the perceptuallgl @teh accents. Their analysis
revealed that 70% of strong pitch accents wererapeoied by an eyebrow raise,
while 89% were accompanied by a rigid head moventerontrast, weakly
accented words were accompanied by head moveme#d3% of occasions, and by
brow movements for only 37% of occurrences. Soma/hbnovements were still
present on non-accented words (i.e., 23.2%), hytlitde rigid head movement was
apparent. These results suggest that talkers thlegaccurrence of non-articulatory
visual prosodic cues with auditory correlates afgody, in an attempt to maximize
the strength of the prosodic contrast that is cgesdo the perceiver.

An alternate explanation to the alignment hypothési the function of

visual prosody is the “signalling hypothesis” (8thwartz, Berthommier &
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Savariaux, 2004) which proposes that visual prasodes act to alert perceivers to
upcoming content in the auditory speech streamishaftgreatest informational
relevance. If this were the case, the temporaltarsdor peak of visible gestures
would occur sometimbeforethe start of the prosodically marked constituarthe
auditory stream. In this regard, visual cues se\wirect attention to the most
informative part of the spoken message, rather tldaimg a direct influence on the
salience of the prosodically marked constituent.

The proposal that auditory-visual information isndmned to mark prosody is
important for models of speech production (indicgta need to take the visual
modality into account) as well as for the consiarcof synthetic conversational
agents (in order to make them more natural, seddlbayed, Beskow &
Granstrom, 2010; Al Moubayed, Beskow, Granstrom&ust, 2011). However, the
studies to date that have examined the tempowioathip between the visual and
auditory prosodic cues have typically used rateideisignate auditory prominence
and eyebrow/head motion from offline recording,hatiie speech data coming from
relatively unconstrained procedures. The struabfitee speech prosody corpus
recorded in Chapter 4 however allows for the spatiporal properties of eyebrow
and rigid head motion to be measured more objdgtiveere the timing and
production of a prosodic event can be more cledefined (i.e., the temporal
location of the critical constituent onset). Thilig occurrence of rigid head
movements and brow raises were determined frorndhmis obtaining three
measures: the degree of alignment between thel\daadaauditory prosodic cues; the
temporal distribution of such cues; and how thesgaments varied across prosodic

conditions.
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8.2.1.Method
The phoneme boundaries from the auditory transoript(Appendix B.3) were used
to locate the critical constituent (i.e., the warithin the utterance that was either
corrected or questioned during the dialogue exaobhaask in Chapter 4) within each
visual token. From the auditory analysis reporte@hapter 5, the production of
these constituents was characterised by an incheaglable duration, intensity
range andrO range. To determine how brow raises relate taualitory prosodic
event, PC 7 (corresponding to brow raising intkexis) was examined around the
auditory onset of the critical constituent by meaguthe temporal displacement
between the onset of the eyebrow movement, andrtbet of the critical constituent.
Brow raises were chosen (as opposed to lowerintf)easappear to represent the
majority of brow movements (see Swerts & Krahm@d,® Chapter 7). The
direction of brow movement at the temporal onsehefcritical constituent was first
determined; if the eyebrows were moving in an ughwdirection, the next “peak”
was located, before finding the temporal onsehsf apward movement (see Figure
8.7). Conversely, if the eyebrows were returning teeutral position at the time of
the critical constituent, the previously occurripgak” was temporally located, as
well as the onset of that movement. A movementaeasidered to have occurred if
the distance covered between the onset and peaisoéquivalent to or greater than

3mm (Caveé et al., 1996).
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Figure 8.7. An example of temporal location of timset (blue line) and peak (red line) of
eyebrow movements in the vicinity of the criticahstituent (grey line) of an utterance. A

value of “0” indicates the average face position.

To determine how rigid head movement may relagntauditory prosodic
event, R1 was examined (i.e., pitch rotations agdaheX-axis, or “head nodding”,
that accounted for the majority of rigid motionSwerts & Krahmer, 2010). Here,
the displacement between the start of the critoaktituent and thpeakof the pitch
rotation was measured. A movement was only consitier have occurred if the
rotation between the peak and the end of the pdicgelownward rotation covered

a minimum of 4° (Srinivasan & Massaro, 2003).
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8.2.2.Results

8.2.2.1.Eyebrow Raising (PC 7)
Of the 360 utterances recorded per prosodic camdénd interactive setting, many
failed to show any movements reaching the 3mmraitén the AO setting, the
greatest number of criteria achieving movementsiwed in the narrow focus
condition (N = 239, 66.39%), followed by the echoic questionditon (N = 208,
57.78%), while the broad focus condition had thveefst N = 175, 48.61%). This
pattern was also mirrored in the FTF setting, \thign greatest amount of eyebrow
raises occurring for narrow focused renditioNs=(213, 59.17%), followed by the
echoic questiond\(= 205, 56.94%), while the broad focus conditiod ttee fewest
(N =171, 47.50%).

These distributions (for each interactive settiwgje analysed with a series
of one-way chi-squares (withset to 0.05), showing no statistically significant
difference in the number of utterances accompabyeloiow raises across the three
prosodic conditions in the FTF setting,(2,N = 589) = 5.07p = 0.079. A
difference was however apparent for tokens recomiéite AO settingy® (2, N =
622) = 9.88p = 0.007. It should be noted that although a Igmg@ortion of echoic
question renditions showed no raising movemenissadooth interactive settings,
this type of utterance phrasing is often considésedemonstrate uncertainty,
characterised by an overall smaller degree of eyelonovements than conditions
where a talker is certain or issuing confirmatieseg Beskow et al., 2006; Flecha-
Garcia, 2010).

Figure 8.8 displays the distribution of movemehts bccurred for each of
the prosodic conditions and interactive settingsa &unction of the time between
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brow movement onset and the start of the critioalktituent. A series of one-way
chi-squares (with an adjustedf 0.025 for multiple comparisons) showed that the
interactive setting played no role in the numbebmiw raises that occurred within
prosodic conditions. That is, the number of broises was comparable between AO
and FTF settings for broad focyg [1, N = 346) = 0.05p = 0.830], narrow focusf
(1,N = 452) = 1.50p = 0.221], and echoic question renditiogS(L, N = 413) =
0.02,p = 0.883].

A series of two-way chi-square analyses (witket to .0125 for multiple
comparisons) were then used to determine if thagamy relationship between
prosodic conditions and the temporal distributibbr@w movements. For the AO
setting, this relationship was significagt,(8, N = 621) = 25.98p = 0.001; as was it
for tokens recorded in the FTF settigg(8, N = 588) = 28.98p < 0.001.

A series of separate one-way chi-square were thed o further examine
these distributions (with set to 0.0061) for each prosodic condition andrattive
setting. In the AO setting, the majority of movemensets occurred more than
150ms before the start of the critical constitifenbroad focus)f? (4,N = 175) =
29.83,p < 0.001], narrow focugf (4, N = 239) = 58.13p < 0.001] and echoic
question renditionsyf (4, N = 207) = 73.85p < 0.001]. The average brow
movement onset time across the three conditiorgedhbetween 80 and 95ms
before the onset of the critical constituent. Coragdo the distribution of
movements in the broad focused prosodic conditdndh contained no explicit
point of informational focus), both the narrow fedi? (4, N = 414) = 17.00p =

0.002] and echoic question renditions @, N = 382) = 16.99p = 0.002], contained
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a greater number of criteria achieving movementiseeahan 90ms before the onset
of the critical constituent.

This pattern of data was also observed in FTFgptiihe majority of
movement onsets occurred more than 150ms beforsahteof the critical
constituent for broad focug?(4,N = 171) = 25.64p < 0.001], narrow focusf (4,

N = 212) = 49.08p < 0.001] and echoic question renditiops(@, N = 205) = 81.17,
p < 0.001]. Across all three prosodic conditiong, diverage onset time of brow
raises was between 85 and 95ms before the stte afitical word. Relative to the
distribution of movements in the broad focused pdis condition, the narrow focus
[¥* (4,N = 212) = 21.28p < 0.001] and echoic questioyf [4, N = 205) = 27.54p <
0.001] conditions contained more eyebrow raiseh teitnporal onsets earlier than

90ms before the start of the critical word.
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Figure 8.8. Distribution of brow raises as a functid temporal onset of movement preceding the efdtie critical constituent for each prosodic

condition and interactive setting € 360 in each condition).
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8.2.2.2.Rigid Pitch Rotations (R 1)
As with brow movements, only a small proportiorutterances were accompanied
by pitch rotations. In the AO interactive settitige greatest amount occurred in the
narrow focus conditionN = 179, 49.72%), followed by the echoic questidws: (
131, 36.39%), with the least occurring for broacuieed utterancedl(= 47,
13.06%). A one-way chi-square revealed that thfer@dihce in number of utterances
displaying pitch rotations between prosodic conditiin the AO condition was
significant,y® (2, N = 357) = 75.03p < 0.001. In the FTF setting, the pattern of data
was the same, with the most amount of rigid pit@dvements occurring for narrow
focused tokend\ = 160, 44.44%), followed by echoic questioNs{139, 38.61%),
with the least occurring in the broad focus cowoditN = 40, 11.11%). Between
prosodic conditions, the number of criteria-aclmgumovements was significantly
different,x* (2,N = 339) = 72.69p < 0.001.

The distribution of pitch rotations for each prdgocondition and interactive
setting, as a function of the time between the pea&tation and the start of the
critical constituent are shown in Figure 8.9. Ollethere was no effect of the
interactive setting in the number of criteria-aeftig movements for broad focug|
(1,N = 87) = 0.56p = 0.453], narrow focusf (1, N = 339) = 1.07p = 0.302], or
echoic question renditiong’[(1, N = 270) = 0.24p = 0.626].

A series of two-way chi-squares indicated thatdiséribution of rigid
movements peaks significantly differed as a fumcbbthe prosodic condition in
both AO,x? (14,N = 333) = 71.21p < 0.001; and FTF settingg’ (14,N = 329) =
68.39,p < 0.001. A series of one-way chi-squares revetflatithe distributions
were significantly different across the time fothbateractive settings for narrow
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focus [AO:y (7,N = 179) = 49.26p < 0.001; FTFy? (7,N = 160) = 38.50p <

0.001] and echoic question renditions [A®{6,N = 131) = 49.13p < 0.001; FTF:

v? (5,N = 139) = 41.22p < 0.001], but not for broad focus renditions [A®{6, N

= 47) = 11.09p = 0.050; FTFy? (5,N = 40) = 8.90p = 0.113]. For narrow focus
renditions, pitch rotation peaks occurred mostuesgly at the start of the critical
constituent or only slightly before, making it pilds that these movements
functions to alert the perceiver. However, the paakements were also distributed
between 150ms before and 150ms after the onseh{ah time the “important” part
of the message has already begun); in this cas#gotheward movement that follows
the rotation peak may be contributing to transngt8nprasegmental content (i.e.,
reinforcing the auditory markers of focus). In eichguestions, pitch rotation peaks
tended to occur before the start of the criticatdydut were distributed more evenly

across these time ranges.
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8.2.2.3.Co-occurrence of eyebrow and rigid head movements
Given that only a small proportion of utterancesensccompanied by brow
movements and rigid head movements, it is posHialesuch features are used
interchangeably by talkers across utterances. iShttlkers may choose to visually
mark a constituent in an utterance with eitheryebeow raise, or by increasing the
rigid head movement. Alternatively, they may usmmbination of these gestures.
Indeed, in the previously mentioned study condubtedrahmer and Swerts (2010),
67.2% of accents produced by newsreaders thatpeeceptually rated as being
“strong” were accompanied by both eyebrow raisekragid head movements. As
such, the current analysis compared the numbeomfanticulatory movements that
accompanied each utterance, as a function of theogdic condition and interactive
setting (i.e., whether there were no criteria-adhig movements, a single feature, or
both eyebrow and rigid head movements accompartlgagritical constituent). The
distribution across interactive settings and prasodnditions is displayed in Figure
8.10.

No difference was observed across interactiverggttior broad focus(f (2,

N = 720) = 2.84p = 0.241], narrow focusf (2, N = 720) = 4.52p = 0.104] or
echoic question conditiong?[(2, N = 720) = 1.43p = 0.489]. A series of two-way
chi-squares showed that there was differenceseinigtribution of how many non-
articulatory features accompanied the critical wasd function of the prosodic
condition for both interactive settings, with maitéerances being accompanied by
both eyebrow raises and rigid pitch rotations mularrow focus than broad focus

condition [AO:x? (2,N = 720) = 117.30p < 0.001; FTFy? (2,N = 720) = 100.30p
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< 0.001], and for echoic questions compared todfoeused statements [AGF (2,

N = 720) = 50.29p < 0.001; FTFy? (2,N = 720) = 77.92p < 0.001].
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Figure 8.10. Occurrence of non-articulatory feadu@ecompanying the production of the
critical constituent within utterances across pdisconditions and interactive settings<

360 in each condition).

Although some of these movements co-occurred g@tiynfor the narrow
focus and echoic question renditions), they mayhawt taken place at the same
time. To examine whether this was the case, thpdeashdistribution of brow
movement onsets and the peak in rigid pitch ratateround the onset of the critical

constituent (when both non-articulatory featuresoagpanied the utterance
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production) were examined using a series of two-glaysquares. These

distributions are shown in Figure 8.11.
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Figure 8.11. Temporal distribution of co-occurrimgpw movements (blue) and pitch
rotation peaks (red) around the start of the @ailittonstituent, as a function of prosodic

condition and interactive setting.

When eyebrow raises and rigid pitch rotations couored for narrow
focused utterances, the timing of the non-articujamovements was significantly
different [AO: %% (5,N = 272) = 151.85p < 0.001; FTFy? (5,N = 218) = 106.51p
< 0.001], with the majority of brow raises occugiat least 200ms before the onset

of the critical constituent, whereas the majorityigid pitch rotations peaked
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between 50ms after the word had begun to be uttErethermore, these results
were consistent across both AO and FTF interasings.

The temporal distribution of the non-articulatonpvement features when
they co-occurred also showed significant differsnfoe echoic questions across both
interactive settings [AOy (5,N = 168) = 18.25p = 0.003; FTFy? (5,N = 194) =
15.83,p = 0.007]. Whereas the eyebrow movements showeadikasspattern to the
narrow focus renditions (i.e., the majority of bravevement onsets preceded the
start of the critical constituent by at least 20Drti®e rigid pitch rotations were

distributed more evenly in time in echoic questiontexts.

8.2.3.Discussion

In these analyses, the temporal relationship betwesial prosodic cues (brow
raising and rigid head tilts) and auditory speeehnerexamined. With regards to
brow raises, the results showed that many uttesafaded to display motion that
reached the minimum movement criteria, even wherctimtrast contained an
important word (i.e., narrow focus and echoic guestenditions). In cases where
eyebrow raises did occur, the majority of moveméetgan 150 ms or more before
the onset of the critical constituent; this findimgs not consistent with that reported
by Flecha-Garcia (2010) or with the descriptiort thach events occur “in tandem”
(Swerts & Krahmer, 2010), but rather suggest thehsnovements may function to
alert perceivers to upcoming information. (Of cajis may be that the newsreaders
in the Swerts and Krahmer study adopted an exatggestyle of facial expression in
order to maintain the viewers’ attention).

For rigid head (pitch) rotations, the temporal koma of the movement peak
was also variable, extending 150ms either sidaettitical constituent onset. In the
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narrow focus and echoic question conditions, thprntg of movement peaks
occurred slightly before the onset of the critwalrd, making it possible that such a
cue has an alerting function. However, the occueeastf a peak indicates that the
head rotation changed in direction (i.e., during ¢htical constituent) and as such,
the downward movements of the talker’s head mayestr reinforce the auditory
signal (however, further examination of this pragas required). From this
analysis, it may be that eyebrow and head moti@s ¢o prosody act in different
ways: with eyebrows acting to alert perceiversate head motion acting as
confirmation of, a noteworthy event. Furthermotés possible that these cues are
used interchangeably across utterances, with filmegtional roles differing
dependant on when they occur within the speectlakiffrso, it would seem a
practical next step to examine how the occurretiea@yebrow raise or head
motion (particularly around the time of the criticéterance phase) relates to

prosody perception. This is explored in Chapter 9.

8.3.F0 Rises and Visual Prosodic Markers

So far, the occurrence of non-articulatory visuarkers of prosody has been
explored in terms of their temporal relationshighe onset of the segmental content
designated as the critical constituent in the angistream. However, the onset of
the segmental content may not reflect the timingroduditory marker of prosody
(such as arise IR0, as in Swerts & Krahmer, 2010). That is, thetsifa rise inFO
may not be aligned with the start of the word ftsekise may start before the critical
constituent has even begun to be uttered, or afterrthe initial phoneme has
already been produced (see Dilly, Ladd & Schepr@2@85; Ladd, Faulkner,

Faulkner & Schepman, 1999; Ladd & Schepman, 2083his analysis, the
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occurrence oFO0 rises around the critical constituent was exathfoe each
utterance, and it was determined how the timingarf-articulatory gestures (if any)

related to these rises.

8.3.1.Method
The typical way of examining the modulation of &#@ contour for the purpose of
prosody research is to use a standardised annosime such as ToBI (Tone and
Break Indices; Silverman, Beckman, Pitrelli, Ostmdwightman, Price et al.,
1992). However, employing such annotation systaradabour intensive and rely
on trained human listeners to make subjective jodkyes based on what they hear
(see Hirst, 2005; Wightman, 2002). Given that tlaogue task used to collect the
data for the current corpus was well structuredh whe constituent expected to
receive a prosodic marker known a priori (i.e.,¢h@cal word), an automatic pitch
rise detection technique (similar to that usedentt®n 8.2 to detect eyebrow raises
and rigid pitch rotations) was utilised to locate temporal onset of rises and peaks
in the extracted0 contour for each utterance.

TheFO0 contour at either side of the temporal onsehefdritical constituent
was first examined to determine whetherE@ewas rising or falling. In the case that
the contour was falling, the next occurring minimwas identified before
identifying the next neareB0 peak. By contrast, if te0 was already rising at the
temporal onset of the critical constituent, thetstdthis movement was traced back
to the nearest minimum, before identifying the tenaplocation of thé-0 peak
(Figure 8.12). As human detectionk change is quite accurate (Flanagan &
Saslow, 1958), aRO0 rise was considered to occur if the differendsvben the~0
minimum and peak values was at least 15 Hz (cooretipg to around 10-15 % of
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theFO range covered by the average male talker, @g.Nsoteboom, 1997). The

occurrence and temporal relation of brow raises {P&nd rigid pitch rotations (R 1)

to FO rises were then examined.
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Figure 8.12F0 rises were detected automatically by examinieg-thcontour around the
temporal onset of the critical constituent (grex)i A pitch rise was considered to have

occurred if the difference between @ minimum (blue line) and peak (red line) was at

least 15 Hz.

8.3.2.Results and Discussion

Table 8.4 shows the distribution of non-articulgtgestures accompanying the

production of the critical constituent, dependamtlte occurrence of &0 rise. As

expected, a substantial proportion of broad foctiskens were nadccompanied by

a rise inFO during the production of the critical utterantege (i.e., 69% in the AO
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setting, and 77% in the FTF setting), however ntloae 50% of these utterances
were still produced with an eyebrow raise or rigith rotation even in the absence
of anFO0 rise. Similarly, although more than 60% of narfoaused and echoic
question utterances containedRihrise, around 70% of those that did not were still
accompanied by some form of visual marker of prgqeadth between 20 and 30%

being accompanied by both an eyebrow raise argichpitch rotation).
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Table 8.4. Distribution of non-articulatory gestusegompanying the production of the critical cdnsint, dependant on the occurrence of@rmise,

as a function of the interactive setting and prasodndition.

_ Brow Raising Rigid Pitch Both Movement
Prosodic FO FO Properties No Movement .
Condition  Modulation Movement Rotation Features
Count % Count % Count % Count
AO Interactive Setting
Broad FO Rise 110 30.56 53 48.18 48 43.64 6 5.45 3 2.73
No FO Rise 250 69.44 97 38.80 115 46.00 21 8.40 17 6.80
Narrow FO Rise 221 61.39 52 23.53 70 31.67 24 10.86 71 32.13
No FO Rise 139 38.61 21 15.11 38 27.34 19 13.67 61 43.88
Echoic FO Rise 235 65.28 61 25.96 89 37.87 32 13.62 53 22.55
No FO Rise 125 34.72 38 30.40 41 32.80 15 12.00 31 24.80
FTF Interactive Setting
Broad FO Rise 84 23.33 49 58.33 30 35.71 3 3.57 2 2.38
No FO Rise 276 76.67 123 44.57 118 42.75 21 7.61 14 5.07
Narrow FO Rise 217 60.28 59 27.19 71 32.72 32 14.75 55 25.35
No FO Rise 143 39.72 24 16.78 46 32.17 19 13.29 54 37.76
Echoic FO Rise 220 61.11 52 23.64 75 34.09 25 11.36 68 30.91
No FO Rise 140 38.89 47 33.57 47 33.57 17 12.14 29 20.71
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The temporal distribution of visual prosodic magkar relation to the onset
of FO rises is shown in Table 8.5. In situations wteaT€0 rise was accompanied by
non-articulatory movement, the majority of movenset30% across all prosodic
conditions and interactive settings) were eyebraises, the onset of which preceded
the start of thé-0 rise (see Figure 8.13). These temporal distoimgtiwwere examined
in a series of one-way chi-squares for each presmahdition and interactive setting.
For broad focused utterances, the majority of ey@baises preceded ti® rise by
200ms in both AO and FTF settings [AD:(5,N = 48) = 19.25p = 0.002; FTFy?

(5, N = 30) = 15.60p = 0.008]. The majority of brow raises for narravefised
utterances precedd®d rises by at least 100ms [A§F:(5,N = 70) = 42.11p <

0.001; FTFy? (5,N = 71) = 27.62p < 0.001]. A similar observation was made for
echoic questions [AQ¢ (5,N = 89) = 139.07p < 0.001; FTFy? (5,N = 75) =
70.52,p < 0.001], with the onset of eyebrow raises ocagrin excess of 200ms
before the start of a rise k0. Across all the prosodic conditions, very fewlaypsy
raises occurred after the onset ofFfnrise; this further supports the proposal that
eyebrow movements act as a signalling device b pézceivers that the upcoming
information in the auditory signal is likely to beportant.

When anF0 rise was accompanied only by a rigid pitch rotafii.e., no
eyebrow raising), the temporal distribution difiérdepending on the prosodic
context (see Figure 8.14). For broad focused utters, there were very few criteria-
achieving movements (i.e., less than 6%). For mafozus, the peak of these
movements tended to occur more than 50ms aftdfQhrese had already begun
[AO: ¥* (4,N = 24) = 28.50p < 0.001; FTFy* (3,N = 32) = 48.25p < 0.001],

suggesting that these movements may occur somewtaatdem with the rising of
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FO, acting to reinforce the auditory content. Cosesdy, the peak in rigid pitch
rotations for echoic questions tended to preced®tiset of a0 rise, with the
majority of these movements occurring at least 20Beforehand [AOx? (4,N =

32) = 31.75p < 0.001; FTFy? (5,N = 25) = 25.16p < 0.001]. In this case, the rigid
head movement may serve a similar functional leyebrow movements.

Finally, if anFO rise was accompanied by an eyebrow raise argidapitch
rotation (as was the case for ~25% of narrow f@ngsechoic question renditions),
the timing of these movements tended to differ Amation of the prosodic
condition (Figure 8.15). That is, for narrow focdseems, the brow movements
typically occurred 200ms before the risé=iD, whereas the rigid head movement
peaked more than 50ms after f@had already risen [AG? (5, N = 150) = 78.03,
p < 0.001; FTFy? (5,N = 110) = 37.16p < 0.001]. In contrast, the timing of brow
and rigid head movements for echoic questions waitas [AO: ¥ (5,N = 106) =
6.88,p = 0.230; FTFy? (5,N = 136) = 10.62p = 0.059], with the majority of both
movements occurring more than 200ms before theddtarpitch rise. The function
of these relationships will be explored furthethe perception study reported in

Chapter 9.
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Table 8.5. Temporal distribution of non-articulatgestures in relation to the onset offéhrise, as a function of the interactive settind prosodic

condition. Values within brackets indicate the nembf movements expressed as a percentage value.

Brow Raising Movement

Number Rigid Pitch Rotation Only Both Movement Features
Prosodic of FO No Only
Condition Rises Movement Preceding Following Preceding Following Both One Both
FO Rise FO Rise FO Rise FO Rise Preceding Preceding Following
AO Interactive Setting
Broad 110 53 (48.2) 42 (38.2) 6 (5.5) 5 (4.5) D)0 2(1.8) 1(0.9) 0 (0.0)
Narrow 221 52 (23.5) 61 (27.6) 9(4.1) 8 (3.6) (12) 52 (23.5) 18 (8.1) 1 (0.5)
Echoic 235 61 (26.0) 85 (36.2) 4 (1.7) 29 (12.3) (13) 50 (21.3) 3(1.3) 0 (0.0)
FTF Interactive Setting
Broad 84 49 (58.3) 26 (31.0) 4 (4.8) 3(3.6) @)O. 2 (2.4) 0 (0.0) 0 (0.0)
Narrow 217 59 (27.2) 63 (29.0) 8 (3.7) 7(3.2) (25.5) 41 (18.9) 13 (6.0) 1 (0.5)
Echoic 220 52 (23.6) 72 (32.7) 3(1.4) 20 (9.1) 28) 68 (30.9) 0 (0.0) 0 (0.0)
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Figure 8.13. Temporal distribution of brow movemensets co-occurring with &0 rise,

presented as a function of the prosodic conditiwhiateractive setting.
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Figure 8.14. Temporal distribution of pitch rotatipeaks co-occurring with &0 rise,
presented as a function of the prosodic conditrmhiateractive setting.
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Figure 8.15. Temporal distribution of brow movemensets (blue) and rigid rotation peaks
(red) when both non-articulatory features accompari0 rise, presented as a function of

the prosodic condition and interactive setting.

The above temporal distributions provide furthedexce that the production
of non-articulatory visual prosodic markers is dg&ged from auditory prosodic
features. Furthermore, the occurrence of visiblgges in the absence of an
auditory prosodic marker suggests that auditory\asuhl features may be used
interchangeably to signal equivalent content; edabsence of one feature (i.e., in
this case an acoustic riseRf), a visual marker can be used instead. Thisddea
be partially tested by examining whether visualprly itself can be perceived as

well as auditory prosody in a similar rating taskhe one used in Chapter 6, and
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whether any of the variance in rating data candeewnted for by the occurrence (or

co-occurrence) of auditory and visual prosodic raesk

8.4. Summary

In this chapter, the relationship between the aungiand visual properties of
linguistic prosodic contrasts (recorded in Chaglewas examined. The outcome of
these analyses suggests that there are relatienséiyween auditory and visual
prosodic signals but these are highly variablesTias the case for the relationship
between acoustic properties (i.e., intensity B@adontours) and articulatory
movements (jaw opening, lip opening and lower lipvement), even though these
movements are directly involved in the productidthe segmental content.

There was a relationship between non-articulatestues (eyebrow and
rigid head movement) and acoustic features anddbisvas highly variable across
utterances. Given this variability, it is unlikdlyat the production of non-articulatory
visual prosodic correlates occurs as a generarbgegt of speech production.

Examination of the temporality of these movementsiad the onset of the
critical word, and the occurrence of an acoustaspdic markerKO rise) showed
that although the temporal nature of non-articulagestures was also variable, the
majority of eyebrow movements began before the efahe critical word (and
before the onset ¢f0 rises). This result is consistent with the ides these
movements function to prepare perceivers for upogrmformation that may be
important in the auditory stream. Rigid pitch raias of the head seem to play a
similar role for echoic questions, with the peaknavement occurring before a
critical constituent had been uttered. By contridw,peak rotation in movement for

narrow focused renditions occurred sometime alfteF0 had risen, suggesting that
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such movements may function to reinforce the prpsmhveyed in the auditory

modality.
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Chapter 9. Perceptual Rating of Auditory-Visual Prosody

In the previous chapters, the auditory and visoaletates of prosody, and their
relationship with each other, were examined. Sigiféérences were found in both
modalities across prosodic contrasts and the ictigeasettings; however the spatial
and temporal relationship between the two modalittas highly variable across
utterances. Although differences were found acrossqalic conditions and
interactive settings at the signal level, this deesmean that these should be
perceptually salient or contribute in any way te gerception of prosody.

To examine this, the experiments reported in thieeati chapter investigated
the way that the visual prosodic features (visuais¢ as measured in Chapter 7)
related to the perception of prosody. This was dpndetermining how well
prosody was perceived when presented in auditoryealAA), visual only (VO),
and auditory-visual (AV) conditions by means oluajective rating task similar to
the one used in Chapter 6, then finding out how plerformance measure was
associated with the visual cues. A straightforwarpothesis to begin with is that
the perceptual salience of prosodic contrasts wbeldnhanced when both auditory
and visual information was available. This wouldréfected by higher rating scores
when utterances were presented in AV conditionsif@red to AA presentations).
To further explore this hypothesis, a series oftipld regression analyses were
conducted on the rating scores obtained for VOAMgresentations.

Rather than real video displays, Experiment 8 masgeof point-light
representations of the talker’'s speech-related heddace movements for the visual

stimuli. The reason for using point-light displagghat these offer a high degree of
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experimental control, while providing an accurapresentation of the underlying
motion (hence their tradition of use in studiedioiogical motion, gesture and
speech; see Hill & Pollick, 2000; Johansson, 1®&&enblum, Johnson & Salda
1996). In addition, point-light displays lack tesalinformation (e.g., skin
wrinkling, eye widening or closing, nostril flaringnd although these features might
play some role in signalling prosody, such featuvesld not be represented in the
movement data (as measured by OPTOTRAK in Chapt@is, given that it is
indeed the motion information that is responsibletfie conveying prosody in the
visual modality (and not textural details), thea goint light representations should
be able to provide sufficient information for peaxeas to visually discriminate
between the prosodic conditions. That is, perceiaee sensitive to the visual
expression of prosody, as shown in Experiments@lL(fovejic, Kim & Davis, 2010,
in press; Dohen & Loevenbruck, 2009; Foxton e2&l1,0; Lansing & McConkie,
1999; Srinivasan & Massaro, 2003), so if motion geers sufficient to represent
prosodic information, then it was expected thatrtitings would differ significantly
across focus contrasts (broad vs. narrow focusparnaking types (statements vs.
echoic questions), even when perceivers were pregsevith only point-light visual
stimuli.

In addition, as the results of Experiment 7 shodifférences in subjective
ratings across prosodic contrasts on the basisdifaay properties, it was expected
that this result would be replicated (i.e., sigrafitly different ratings would be
obtained between broad and narrow focus, betweg¢ensents and echoic questions,

and between AO versus FTF when presented in thedlition).
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9.1.Experiment 8: Perceptual Rating of Prosody across Bdalities

9.1.1.Method

9.1.1.1.Participants
Twenty undergraduate psychology students from U8R part in the experiment
in exchange for course credit. All participants evtuent talkers of English, and
self-reported normal or corrected-to-normal visieormal hearing, and no known
communicative deficits. None of these participdrad taken part previously in any

of the reported experiments.

9.1.1.2.Materials
Ten sentences were selected from the audio-vipegich prosody corpus for use as
stimuli (Chapter 4), corresponding to the itemsdusethe original experimental
series (i.e., Experiments 1 to 6). Broad focusravarfocus, and echoic question
renditions produced by all six talkers in both AQl&TF interactive settings were

used (see Table 9.1).
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Table 9.1. Stimuli sentences used in each taskoveo$ Experiment 8. The critical

constituent of each utterance is italicised.

Setl Set 2

Segmental Content
(Talkers)  (Talkers)

Focus Rating Task

It is a band okteelthree inches wide 1,4,6 2,3,5
The pipe ran almost tHengthof the ditch. 1,4,6 2,3,5

It was hidden from sight byraassof leaves and shrubs. 1,4,6 2,3,5
The weight of thgpackagewas seen on the high scale. 1,4,6 2,3,5
Wake and rise, angtepinto the green outdoors. 1,4,6 2,3,5
Phrasing Rating Task

The green light in thbrownbox flickered. 2,3,5 1,4,6
The brassubecircled the high wall. 2,3,5 1,4,6
The lobes of her ears wepeercedto hold rings. 2,3,5 1,4,6
Hold thehammemear the end to drive the nail. 2,3,5 1,4,6
Next Sundayis the twelfth of the month. 2,3,5 1,4,6

Stimuli were then created in three presentatiorditmms: auditory-alone
(AA), visual only (VO) and auditory-visual (AV). Fehe AA stimuli, the mean
intensity of each utterance (produced by each tatkkoth AO and FTF settings)
was normalised to approximately 65dB using Praae(Bma, 2001).

To create the VO stimuli, the shape normalisetcapmarker locations
(Chapter 7) were converted to point-light repreatons using custom-written
scripts in Matlab. Marker positions that were mgstlue to occlusion or drop-out
were first recovered using natibespline interpolation functions in Matlab. The
positions of the optical markers were represemetiree-dimensional space by
solidly filled white dots on a black background. did participants in the

interpretation of visual stimuli, the point lightsere augmented with animated lips.
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This was achieved by first creating “phantom” manesitions below and slightly
in front of the mid-upper lip marker, and above ahghtly in front of the mid-lower
lip marker, before superimposing a series of cofdled triangles to join the lip
markers. Eyebrows were also added by connectinguter to mid brow, and mid
brow to inner brow markers with solid lines. A “mdsvas also added by joining the
nose bridge marker to the nose tip marker. Totaithree-dimensional percept, and
to make movements in tlzeaxis (e.g., head and lip protrusions) more appateeat
point light talkers were presented “looking” approately 30° to the left. An
example frame of the point-light talkers with visteatures is shown in Figure 9.1
(with an animated rendition included as Appendik) FVideos were created at 60Hz
to match the original recording resolution.

The AV stimuli were created by dubbing the VO itemith the
corresponding auditory token in VirtualDub (LeeP8D This was always a different
repetition to the one used for the AA and VO iteimthat participants were never

presented with the same auditory or video item niiza@ once.
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Figure 9.1. Example frame of a point-light talkeed as stimuli in the VO and AV

presentation modalities. An animated renditiom@duded as Appendix F.1.

9.1.1.3. Procedure
The stimuli were presented to participants in tating tasks (of similar design to
those used in Experiment 7), one rating the degfréecus, and the other the
perceptual clarity of the statement-question camtraith each item presented in all
three presentation modalities (i.e., AA, VO and AEpnsidering the number of
conditions (3 [presentations] x 2 [interactive isgf$] x 6 [talkers]), five sentences
were used for the focus rating task, while the riemg five were used for the
phrasing rating task. To minimise any talker efféeb sets of the task were created
dividing the talkers (see Table 9.1). Each paréiniicompleted both the focus and
phrasing rating tasks in counter-balanced ordédr wiite of the stimuli sets (i.e., if a

participant completed the focus task with stimutiquced by Talkers 1, 4 and 6,
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they then completed the phrasing task with stimpprdduced by Talker 2, 3 and 5, or
vice versa).

DMDX was used for stimulus presentation and ctitbecof responses
(Forster & Forster, 2003), with auditory stimulepented over Senheiser HD650
stereo headphones. For the focus rating taskcpmatits were initially presented
with the segmental content of the sentence primt¢elxt along the top of the screen
(with the critical constituent clearly indicatedbold typeface and underlined) for
1500ms, followed by the stimulus item in one of pnesentation modalities (AA,
VO, or AV). During presentation of the stimulusnitethe segmental content
remained on screen. Participants were then askededhe degree of focus received
on the critical constituent within the token usan@-point Likert scale (with a
response of “1” indicating no focus and “7” indicaf that the critical constituent
was clearly focused). In each stimuli set, 180 gemere presented (comprising of
five sentences in three presentation modalitiessaawo interactive settings [AO;
FTF], in two focus conditions [broad; narrow] praed by three talkers).
Presentation of items was blocked by talker withspntation order between- and
within-blocks randomised by the presentation saftwa

The phrasing task was similar to the focus rat@sig, except that participants
were requested to rate the utterance on a contiritstatement” (with a response
of “1”) to “clearly phrased question” (by respongiwith “7”). No segmental
content was provided on screen. A total of 180 #evere presented (5 sentences x 3
presentation modalities x 2 interactive settingsphrasings [statement; echoic
question] x 3 talkers). For both tasks, participamére informed that there was no

“correct” answer, and were encouraged to use thgptaie range of the rating scale
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responses. No explicit instruction was given tacpaers as to what features to base

the rating judgement on.

9.1.2.Results
The rating data was subjected to a series of redeatasures ANOVAs for a
subject analysiss, collapsed across talkers and sentences) with gi@sondition,
interactive settings and presentation modality #élsimvitems factors; and an item

analysis F,, collapsed across raters and talkers).

9.1.2.1.Ratings of Focus across Modalities

The mean ratings of focus contrasts, collapsedsagentences and talkers, are
shown in Figure 9.2. Given that the results of Expent 7 showed a difference
between interactive settings (i.e., AO recordingsenrated higher than those
recorded in FTF setting) for narrow focused tokeresented in an AA condition, a
series of paired-samplésests were conducted between interactive settorgsroad
and narrow focused tokens for each presentatiorahtpdlhe outcome of this
analysis revealed that regardless of the presentatodality, broad focus renditions
were rated similarly across AO and FTF settings(p) = 0.85,p = 0.417;tyo(9) =
0.36,p = 0.725;tav(9) = 0.11,p = 0.918]. In contrast, a significant differenceswa
found between AO and FTF ratings of narrow focuslpctions in the AA
presentation modality consistent with the result&>@eriment 7 {aa(9) = 4.87p =
0.001], with AO renditions being rated significaniligher. However, this effect was
not maintained in the VQi[o(9) = 0.02,p = 0.985] or AV [av(9) = 2.06,p = 0.070]
presentation modalities.

The ANOVA yielded a significant main effect of poaly, Fs(1,9) = 242.32,

p < 0.001,” = 1.00;F(1,4) = 729.89p < 0.001,7,> = 0.995, with broad focused
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renditions (collapsed across presentation modslérel interactive settings) being
rated significantly lower (i.e., less focus on thnitical constituent) than narrow
focused tokens, as expected. There was no maict effeiteractive setting;s(1,9)
= 2.89,p = 0.123,” = 0.331;F(1,4) = 2.02p = 0.228,° = 0.336, but a
significant main effect of presentation modalityshaund,Fs(2,18) = 12.41p <
0.001,;,° = 0.988;F((2,8) = 24.51p < 0.001,° = 0.860. The interaction was
significant between prosody and presentation mtydahis(2,18) = 39.29p < 0.001,
np> = 1.00;F(2,8) = 62.91p < 0.001,” = 0.940 but not for the prosody by
interactive settingrs(1,9) = 1.90p = 0.202,77|02 =0.234;F(1,4) = 0.36p = 0.582,
npz = 0.082; and the interactive setting by presematnodality,Fs(2,18) = 1.46p =
0.259,5,° = 0.271;F\(2,8) = 0.93p = 0.435,,” = 0.188. The three-way interaction
was also not significanEs(2,18) = 0.99p = 0.391,%2 =0.195;F(2,8) =0.78p =

0.489,5,° = 0.164.
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Figure 9.2. Mean rating of focus (collapsed aceesgences and talkers) as a function of
prosodic condition, interactive setting and preseom modality. Error bars indicate the

standard error of the mean.

To interpret the interaction between prosody amsgntation modality, a
series of post-hoc repeated measures ANOVAs weréumbed for each prosodic
condition (separately for each interactive settik@y the broad focused renditions
recorded in the AO setting, there was no significhfferences across presentation
modalities,F(2,18) = 1.58p = 0.234,;7,)2 = 0.149. Similarly, rating scores were not
different across presentation modalities for brimeais tokens recorded in the FTF
setting,F(2,18) = 1.04p = 0.372,;,° = 0.104.

For narrow focused AO renditions, there was a ficant effect of
presentation modality;(2,18) = 29.18p < O.OOl,;yp2 = 0.764. Sidak pairwise
comparisons (with 97.5% confidence intervals) réag#hat presentations in the AA
modality were rated significantly higher than V@gentationsNipi = 1.81, Sidak

97.5% CI: 0.74 — 2.89]; while AV presentations alesulted in significantly higher
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ratings than VO presentationdd;z = 2.01, Sidak 97.5% CI. 0.79 — 3.23]. However,
there was no difference in ratings between AA aiWdpfesentationsNlpix = 0.20,
Sidak 97.5% CI: -0.66 — 0.26].

For narrow focused tokens recorded in the FTFrggtthere was a significant
effect of presentation modalitif(2,18) = 19.08p < 0.001,;7|02 =0.679. Sidak
pairwise comparisons (with 97.5% confidence intk)veevealed that, as for the
narrow focus AO tokens, AA presentations resultesignificantly greater ratings
than VO presentationdVpiz = 1.51, Sidak 97.5% CI: 0.35 — 2.67]. This wa® als
the case for AV compared to VO presentatidvisif = 1.84, Sidak 97.5% CI: 0.46 —
3.22]; but no difference was observed between Ad\AaY presentationsIpi =

0.32, Sidak 97.5% CI: -0.73 — 0.08].

9.1.2.2. Ratings of Phrasing across Modalities
The mean ratings of the phrasing contrasts, calhpsross sentences and talkers,
are shown in Figure 9.3. As with the focus ratirigse,results of Experiment 7
showed a difference between interactive settings @O recordings were rated
higher than those recorded in FTF setting) for echaestion tokens presented in an
AA condition. A series of paired-samplegests were conducted between interactive
settings for statements and echoic questions fdr peesentation modality. The
outcome of this analysis revealed that, regardiéise presentation modality,
statements were rated similar between AO and Fitiage [taa(9) = 0.16p =
0.874;tyo0(9) = 1.08,p = 0.307;tav(9) = 0.74 p = 0.480]. Consistent with the results
of Experiment 7, a significant difference was oagain found between AO and FTF
ratings of echoic questions when presented in thenddality [taa(9) = 3.99p =
0.003], with AO renditions being rated as bettedrgons of questions. However,
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this effect was not observed for the VIQ[9) = 0.66,p = 0.295] or AV [av(9) =
0.06,p = 0.951] modalities.

The results of the ANOVA showed a significant meifect of prosody,
Fs(1,9) = 445.05p < 0.001,7,° = 0.980;F(1,4) = 13440.15p < 0.001,” = 1.00,
with statement renditions (collapsed across presentmodalities and interactive
settings) being rated significantly more “staterdém” than echoic questions. No
main effect of interactive setting was fouk@(1,9) = 0.75p = 0.409,;7,[,2 =0.077;
Fi(1,4) =0.90p = 0.395,;7,[,2 = 0.184. The main effect of presentation modalias
significant in the subject analysiss(2,18) = 4.86p = 0.020,77|02 = 0.351; but not in
the item analysid€7(2,8) = 1.80p = 0.226,77|02 = 0.310. The prosody by presentation
modality interaction was significarfg(2,18) = 311.79p < O.OOl,;yp2 =0.972;
F1(2,8) =697.24p < 0.001,;7,[,2 = 0.994. The interaction between interactive sgtti
and presentation modality was significant in thiejsct analysisks(2,18) = 5.09p
= 0.018,7,° = 0.361, but not for the item analys#&(2,8) = 2.37p = 0.156;,” =
0.372. Finally, no significant effects were obserf@r the prosody by interactive
setting interactionfs(1,9) = 3.57p = 0.091,” = 0.284;F(1,4) = 1.27p = 0.323,
np> = 0.240, or the three-way interactié¢fy2,18) = 2.05p = 0.581;,° = 0.186;

F(2,8) = 1.56p = 0.267 7,2 = 0.281.
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Figure 9.3. Mean rating of phrasing (collapsed sesentences and talkers) as a function of
prosodic condition, interactive setting and preseom modality. Error bars indicate the

standard error of the mean.

To determine the source of the interaction betw®esody and presentation
modality, a series of post-hoc repeated measurg3\A¢ were conducted for each
prosodic condition (separately for each interactetting). Statements recorded in
the AO setting showed a difference across presentatodalitiesf(2,18) = 114.55,
p < 0.001,;7p2 =0.927. AA presentations resulted in significamdher ratings than
VO presentationdlpi = 1.97, Sidak 97.5% CI: 1.36 — 2.57]; this wa® dle case
for AV presentationsNlpir = 1.94, Sidak 97.5% CI. 1.34 — 2.55]. No differemaes
observed between AA and AV presentatiodsif = 0.02, Sidak 97.5% CI: -0.17 —
0.12].

These effects were mirrored for statements recoirddte FTF settings,
F(2,18) = 205.17p < 0.001,;7,)2 = 0.958. Ratings were significantly lower in AA

than VO presentation®pi = 2.13, Sidak 97.5% CI: 1.68 — 2.57]; and simylarl
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lower in AV than VO presentationMpix = 2.13, Sidak 97.5% CI: 1.60 — 2.67];
whereas no difference was observed between AA ahgrasentationsNlpi =
0.01, Sidak 97.5% ClI: -0.11 — 0.12].

For the AO echoic question renditions, there wamgaificant effect of
presentation modality;(2,18) = 174.51p < 0.001,;7p2 = 0.951. Sidak pairwise
comparisons showed that AA ratings were signifigagteater than when items
were presented in the VO conditidv{ix = 1.89, Sidak 97.5% CI: 1.39 — 2.40]; AV
ratings were also significantly greater compared@presentationdMpiz = 1.94,
Sidak 97.5% CI: 1.61 — 2.26]. No difference wasered between AA and AV
presentationsMlpix = 0.04, Sidak 97.5% CI: -0.30 — 0.38].

For the FTF echoic question renditions, there viss a significant effect of
presentation modality;(2,18) = 118.28p < 0.001,;7p2 =0.929. VO presentation
ratings were significantly lower than both AR = 1.45, Sidak 97.5% CI: 1.03 —
1.87]; and AV presentationMpix = 1.88, Sidak 97.5% CI: 1.37 — 2.40], while AV
presentations were significantly greater than AdsentationsNlpiz = 0.44, Sidak

97.5% CI: 0.11 - 0.77].

9.1.2.3.Regression of VO and AV Rating Scores
On average, narrow focused tokens were rated asghawstronger degree of focus,
and echoic questions were rated as more queskernHan broad focused statement
renditions in the both the VO and AV modalities.wéver, there was some
variability across items. For narrow focused iteraapsed across interactive
settings, the ratings ranged between 1.80 and(8563.82,SD= 0.92) in the VO
modality, and between 3.90 and 6.80% 5.74,SD= 0.75) in the AV modality.
Similarly, the echoic questions in the VO preseatamodality ranged between 2.55
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and 5.78 M = 4.18,SD= 0.64), and between 3.09 and 6.B0<6.07,SD= 0.68) in
the AV modality.

To determine whether the amount of visible movenaesbmpanying the
production of a prosodically marked constituentrtesasured in Chapter 7) was able
to explain the variance in the VO rating data, separate standard multiple
regression analyses were performed for the naroowsfand echoic question ratings
(collapsed across interactive settings, as noréifiges were found in the ANOVAS).
The mean subjective rating (across ten perceivergach of the VO items was the
criterion for both analyses. For the regressiow©fnarrow focus ratings, the area
under the principal component amplitude curve @sented as a proportion of the
mean broad focused rendition) for jaw opening (P,Gid opening (PC 2), lower lip
movement (PC 3), upper lip movement (PC 4), li;nng (PC 5), jaw protrusion
(PC 6), eyebrow raising (PC 7) and eyebrow pincliif@ 8) during the production
of the critical utterance phase were treated adigie variables. For the regression
of VO echoic question ratings, the predictor vaealwere the area under PC
amplitude curves for jaw opening (PC 1), lip opgniRC 2), lip rounding (PC 5),
jaw protrusion (PC 6), eyebrow pinching (PC 8) agdl pitch rotations (R 1).
These components were selected as they were tedlmteshowed significant
differences across the prosodic contrasts (i.epmparison to broad focused
tokens) in the visual analysis reported in Chaptérable 9.2 displays the properties
of both regression analyses for the VO ratings.

For narrow focus ratings, the regression was saanifly different from zero,
F(8,51) = 2.35p = 0.031, withR = 0.52,R? = 0.27, adjuste& = 0.16, however no

individual predictor made a significant unique ednition. The regression for
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ratings of echoic questions presented in the VOatitydvas also significantly

different from zeroF(6,53) = 3.90p = 0.003, withR = 0.55,R? = 0.31, adjuste&’

= 0.23. The only feature that made a significantjue contribution to explaining the

variance in VO echoic question rating data wasppning (PC 2).

Table 9.2. Standard multiple regression of the ritada of visible movements on ratings of

focus and questions in the VO presentation modality

Correlation (r)

Predictor with Criterion B o
) (unique)
(Mean Rating)
Focus Ratings
Jaw Opening (PC 1) 0.454*** 0.775 0.339 0.021
Mouth Opening (PC 2) 0.217* -0.373 -0.110 0.006
Lower Lip Movement (PC 3) 0.284* -0.079 -0.036 @o
Upper Lip Movement (PC 4) 0.327** -0.687 -0.256 0I®
Lip Rounding (PC 5) 0.378** -0.159 -0.078 0.001
Jaw Protrusion (PC 6) 0.431*** 1.041 0.483 0.029
Eyebrow Raising (PC 7) 0.373** 0.309 0.150 0.010
Eyebrow Pinching (PC 8) 0.356** -0.013 -0.005 0.000
Constant 2.34**
Question Ratings
Jaw Opening (PC 1) 0.096 -0.190  -0.105 0.003
Mouth Opening (PC 2) -0.151 -1.349**  -0.628 0.159
Lip Rounding (PC 5) 0.303** -0.573 0.302 0.030
Jaw Protrusion (PC 6) -0.019 0.272 0.126 0.004
Eyebrow Pinching (PC 8) 0.293* 0.634 0.451 0.048
Rigid Pitch Rotation (R 1) 0.060 0.001 0.009 0.000
Constant 4.372%**

N =60, ** p<0.001, **p < 0.01, *p< 0.05.

255



Chapter 9: Perceptual Rating of Auditory-Visual $tray

To determine whether the occurrence of an audfiovgodic cue (i.e.,
amount of syllable duration elongation, or the eoence of an intensity increase or
FO rise during the critical constituent) or non-autatory visual prosodic marker was
able to explain the variance in the AV rating daiay separate standard multiple
regression analyses were performed for the naroowsfand echoic question ratings
collapsed across interactive settings. The meajectiNe rating for each of the AV
items was the criterion; an increase in the metmnsity of the critical constituent,
the occurrence of ar0 rise before or after the start of the critical gittnent, the
occurrence of an eyebrow raise before or afteottset of ar0 rise, and the
occurrence of a rigid pitch rotation peak beforafber the onset of ar0 rise were
treated as dichotomous predictor variables, anchregiéable duration (as a
proportion of the mean broad focused renditiorg asntinuous predictor variable.
Table 9.3 displays the properties of both regresaralyses for the AV ratings.

For the narrow focus ratings in the AV conditidme regression was
significantly different from zerd7(8,51) = 4.28p = 0.001, withR = 0.63,R* = 0.40,
adjusted?? = 0.31, with the degree of syllable elongationimyithe critical
constituent contributing the largest amount of ueigariance explanatiot(59) =
3.72,p=0.001. The occurrence of a pitch rotation paak@ding the onset of &
rise,t(59) = -3.25p = 0.002, contributed a small amount of uniquearaze
explanation, as did the occurrence of an eyebrowement preceding &r0 rise,
t(59) = 2.90p = 0.006. As with the VO ratings, the regressianr&ings of echoic
questions presented in the AV modality was notigantly different from zero,

F(7,52) = 1.20p = 0.322, withR = 0.37,R? = 0.14, adjuste& = 0.02.
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Table 9.3. Standard multiple regression of thetiariahip between auditory prosodic
markers and non-articulatory movements on ratifideaus and questions in the AV

presentation modality.

Correlation (r)

Predictor with Criterion B S_rz
_ (unique)
(Mean Rating)
Focus Ratings
Duration 0.318** 1.380**  0.483 0.162
Intensity Increase 0.070 0.089 0.057 0.003
FO Rise Before Onset 0.062 0.376 0.254 0.038
FO Rise After Onset -.313** -0.487 -0.144 0.015
Brow Raise Befor&0 Rise 0.318** 0.549**  0.368 0.099
Brow Raise AftefF0 Rise -0.006 0.390 0.132 0.014
Rigid Rotation Beforé-0 Rise 0.220* -1.310** -0.386 0.124
Rigid Rotation Aftef~0 Rise -0.081 -0.331 -0.218 0.032
Constant 3.136***
Question Ratings
Duration 0.021 -0.010 -0.004 0.000
Intensity Increase -0.315** -0.434*  -0.292 0.075
FO Rise Before Onset 0.124 -0.025 -0.018 0.000
FO Rise After Onset -0.91 -0.230 -0.155 0.014
Brow Raise Befor&0 Rise -0.020 -0.060 -0.044 0.002
Rigid Rotation Beforé-0 Rise -0.198 0.304 0.169 0.024
Rigid Rotation Aftef~0 Rise 0.014 -0.098 -0.056 0.002
Constant 6.289***

N =60, ** p<0.001, *p < 0.01, *p < 0.05.

9.1.3.Discussion

In this experiment, the perception of prosodic foand phrasing contrasts in various

presentation modalities was explored. Consistetit thie rating results reported in

Chapter 6, the narrow focused renditions were rasdalaving a greater degree of
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focus on the critical word than broad focused oaad, echoic questions were
consistently rated as being more question-like tivaad focused statements,
regardless of the modality of presentation (i.edi@ry alone, visual only, or
auditory-visual).

The prosodic ratings of tokens presented in thendg&lality replicated the
results found in Experiment 7 using different stinamd raters, with auditory
presentations of tokens recorded in AO interactettings (where the talker was not
able to see the interlocutor) resulting in higregimgs of both focus and phrasing,
compared to when the talker could see the intettwdue., in the FTF setting). This
result further supports the idea that when speenimwunication is limited to the
auditory channel, talkers take additional carensuee that the prosody is clearly
conveyed auditorily due to the loss of visual poysmformation.

Although the differences in ratings between prascodntrasts were still
observed in visual only (VO) presentations, therde@f difference was
substantially smaller than when compared to AA ¥rgkesentations, particularly
for the phrasing contrasts. Narrow focused tokeasgnted in the VO condition
were rated as conveying less focus than both AAAnhgresentation. This was also
the case for echoic question renditions, with V@spntations being rated as less
guestion-like than in AA and AV presentations. Rerimore, the VO presentations
of statements in the phrasing task were rated iag bess statement-like than in AA
and AV presentations.

Overall, the visual correlates measured in Chaptgspear to be linked to
perception. Despite this, AV ratings were not gatarly better than presentations in

the AA modality. That is, all of the prosodic cotwins and interactive settings (with
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the exception of echoic questions recorded in tHe $etting) failed to show any AV
benefit with similar ratings attained across batspntation modalities. The lack of
an additive effect when visual information was &ae does not necessarily
indicate that visual prosodic correlates play He mo the conveying meaning, or that
there is no relationship between the signal madalitGiven that AA ratings for
narrow focus and echoic questions were already inigfeir respective tasks, there
was little room for improvement in ratings. Indeadimilar effect was reported by
Dohen and Lcevenbruck (2009) for focus detectiorAradvantage was not
observed for the detection of focus in conversatigpeech due to ceiling effects for
AA presentations. In contrast, the accuracy anédpé focus detection in AV
conditions was superior (i.e., more accurate astefacompared to AA and VO
presentations when whispered speech was used (@bgrades some of the
acoustic cues). Similarly, Srinivasan and Massa@®3) found minimal AV effects
for the discrimination of utterance phrasing duéh®robust effect of AA
information. Thus, the results obtained in the entriexperiment may have
underestimated the contribution of visual prosodg tb a certain lack of sensitivity
in the rating task. To investigate whether thighes case, a different type of
perceptual task involving the cross-modal matcluhguditory to visual prosodic
displays was used in Chapter 10.

In sum, the current experiment showed that therdecbtokens in the
auditory visual speech prosody database are gégnpeateived both auditorily and
visually as conveying the intended prosodic cotdgras expected from the signal-
level differences uncovered in the auditory andi@isnalyses. However, in contrast

to the current relatively small effects of visuabgody, previous studies (e.g.,
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Krahmer & Swerts, 2004; Lansing & McConkie, 1998y& demonstrated that
visual-only perception of prosody is in generaltfyrgood for both focus and
phrasing contrasts. The difference might be dubeédact that the current
experiment used augmented point-light represemtstiather than real videos of
talkers. For instance, it has been proposed thaksgive “eye flashes” lasting
approximately 750ms that occur independently obeye raising can assist in
highlighting important information in the auditosignal (see Massaro & Beskow,
2002; Walker & Trimboli, 1983). Similar texturald®ires may also assist in
conveying phrasing contrasts. Thus, in visual-gaint-light displays when such
information is no longer present, the contrasts breaynore difficult to distinguish
from each other.

Furthermore, the outcome of the regression anatlyatsexplored whether
particular visual gestures could account for theadmlity in the VO and AV rating
scores Yyielded no definitive results. As such,giablem remains in deciphering
exactly which cues are responsible for providingrasegmental content to
perceivers. In Chapter 10, the role that diffetgpes of visible movements may
play in the conveyance of prosody is explored bggia method that allows
different cue types (e.g., rigid head motion oaliculatory movements only) to be

presented in combination or separately.
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Chapter 10. Perceiving Prosody from Augmented Point

Light Displays

In Chapter 9, the prosody ratings showed thatdabad and phrasing contrasts were
able to be perceived from either the auditory ergbint-light visual tokens. In the
current chapter, the role that different typesisible movements may play in
conveying prosody is explored by using a methotdhaws different cue types
(e.g., rigid head motion only, articulatory movenseonly) to be presented in
combination or separately, with the effects of thigplay restriction on the
perception of prosody evaluated. That is, herectbes-modal prosody matching
task (as used in Experiments 2 to 4) was usedstagk has been shown to be a
sensitive measure of the extent to which partidipaan perceive and relate auditory
and visual cues to prosody.

In brief, the current chapter followed up some ésstaised in the previous
chapter by investigating which visual motion cuesyrbe responsible for conveying
prosodic content to perceivers. To achieve thgerees of experiments were
conducted in which different movement informatioasnpresented alone or in
combination. First, in Experiment 9, all of the moatfeatures (i.e., whole head rigid
movements and non-rigid face movements) were irdud the visual stimuli to
confirm that the cross-modal matching task coulddrapleted with point-light
stimuli. Then in Experiment 10, stimuli were presehwith only the rigid
movement of the head, only the non-rigid moveméthe face, or only the
movements of the articulators, to determine whetitese movement types presented

in isolation were sufficient to convey prosodicarrhation.
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10.1.Experiment 9: Cross-Modal Prosody Matching using Pmt-Light

Displays'

Although previous studies have found that prosadmrmation appears to be
transmitted differentially across face regionsdewice as to whether a face region
may be better for conveying a particular prosoggetremains mixed. For instance,
Swerts and Krahmer (2008) paired visual cues tequy with a monotonic acoustic
rendition of a spoken Dutch sentence and requiesgle to identify the word within
the utterance that received focus. Even though@ydorosodic information was
absent, perceivers were highly accurate in detgthie narrowly focused word.
When the video displays were restricted to show tré lower face of the talker,
performance for identifying the focused constitugas substantially poorer than
either the full face or upper face conditions (segiog that the lower face alone is
not sufficient to convey cues for focus).

In contrast, the study conducted by Lansing an@dfkie (1999) used a
video editing technique to still the movement ad thlker's upper head. Compared
to presentation with full motion information avdila, this manipulation hardly
affected performance in identifying segmental atpecidentifying the narrowly
focused constituent within an utterance, howevemtianipulation had a marked
detrimental effect on performance in identify theasal nature (statement or echoic
guestion) of the utterances.

The experiments presented in Chapter 2 and 3 (€gtgl., 2010, in press)

also employed restricted visual displays (showitigee the upper or lower face

!5 A preliminary version of this experiment appeaasdCvejic, E., Kim, J., & Davis, C. (2011).
Perceiving prosody from point light display&oceedings of the f0nternational Conference on
Auditory-Visual Speech Processing (AVSP204)15-20.
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only) but in a cross-modal matching task, wherectnat accuracy exceeded 80%
across all prosodic types (i.e., broad focus, mafozus, and echoic questions).
Regardless of the face area provided, sufficientrestive detail was available
allowing for accurate prosodic discrimination. Fitmore, equivalent levels of
matching accuracy were observed in Experiment 2hwipper face stimulus videos
were filtered to remove eyebrow and skin defornretifsom the video displays
(suggesting that rigid head motions that remainéatt also provided sufficient cues
to reliably match prosodic contrasts).

By restricting the amount of visual information yiged to perceivers, the
abovementioned studies have shown that visual gyosaconveyed by different
face regions; however, what these studies haveemetled is the contribution of
particular motion cues to the perception of prosody. For gxanpresenting
perceivers with only the upper face still provide®rmation about rigid head
motion, non-rigid movements of the eyebrows andkbgas well as eye widening
and textural deformations. Moreover, these studsesl small numbers of tokens and
talkers, so it is unclear the extent to their rsscén be generalised.

To address this issue of whether particular prosohs convey relatively
specific information, the current experimental sgnised augmented point-light
displays so that certain visual speech cues faquhyp could be presented in isolation
or in combination. The motion of these displays d@asved from the motion
capture data for both articulatory (e.g., lip opepilip protrusion, jaw opening
height) and non-articulatory movements (e.g., ey@lbaises and rigid head
movements) that had been processed using guidecigal components analysis

(gPCA, see Chapter 7). This analysis procedurergtatka set of independent and
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uncorrelated parameters representing biomechayieasible movements, and thus
permits the creation of stimuli with full controver individual rigid and non-rigid
movement features. To address the issue of the tatkeitem generalisation, the
point-light displays were generated from six diéietr talkers (a factor that will allow
the degree of variability in how cues to visualqmdy are realised to be confirmed)
and for ten segmentally different sentences.

The current study adopted the matching paradiged usExperiments 2 to 4
as it has been shown to provide a sensitive infiéfxecextent to which participants
can perceive the prosodic cues. In Experiment\Wag first determined whether the
visual speech movements represented in the pgint-diisplays provide sufficient
information to allow perceivers to cross-modallytaieauditory to point-light video
tokens on the basis of prosody alone. Given thdtsesf Experiment 8 in which
perceivers differentiated between prosodic corgragien presented with visual only
presentations of point-light talkers, it was expédhat perceivers would attain
performance levels greater than chance. Thesdsgsolided a baseline
performance measure for Experiment 10, where iddal movement features were
systematically removed from the point-light dis@gay order to determine the

importance of these movements for perception oéquic contrasts.

10.1.1.Method

10.1.1.1 Participants
Thirty-three undergraduate psychology studeMigd = 24.19 years) from UWS
participated for course credit. All participantéfseported normal or corrected-to-
normal vision, normal hearing, and were fluenteatkof English. None had taken

part in any of the previously reported experiments.
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10.1.1.2 Materials
Ten sentences were selected from the audio-vipegich prosody corpus (Chapter
4) for use as stimuli (see Table 10.1). These iweTe the same as the ones used in
Experiments 2 to 4; given that the task was theesdine results can be compared to
give rough estimate of how well point-light disptagonvey prosodic information.
Two repetitions of the broad focus, narrow focus] achoic question renditions

produced by all six talkers in the FTF interactbesting® were used.

Table 10.1. Stimuli sentences used in Experimemh@.critical constituent of each

utterance is italicised.

Sentence Segmental Content

It is a band o$teelthree inches wide

=

The pipe ran almost thengthof the ditch.

It was hidden from sight byraassof leaves and shrubs.
The weight of th@ackagewas seen on the high scale.
Wake and rise, argtepinto the green outdoors.

The green light in therownbox flickered.

The brassubecircled the high wall.

The lobes of her ears wasercedto hold rings.

© 00 N o o b~ W N

Hold thehammemear the end to drive the nail.

[EEN
o

NextSundayis the twelfth of the month.

The auditory tokens were created by normalizingniean intensity of each
utterance to 65dB using Praat (Boersma, 2001).r&ate the visual stimuli, the
shape-normalised motion capture data for eachamterthat had been processed

using gPCA (Chapter 7) was reprojected into thiegedsional space, represented

'8 Tokens from the FTF setting were chosen as theg meduced in a context where the movements
of the face were able to be seen. Furthermoregthdts from the rating tasks in the previous chiapt
found no effect of the interactive setting.
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by solidly-filled white dots on a black backgrouwd for the visual data in
Experiment 8, the point-lights were augmented aithmated lips, eyebrows and a
nose, and presented “looking” approximately 30thtleft to assist in eliciting a
three-dimensional percept and so that protrudingements along theaxis of the
jaw, lips and head were clear. For Experiment Qyantent on all eight non-rigid
(i.e., jaw opening, lip opening, upper lip moveméoiver lip movement, lip
rounding, jaw protrusion, eyebrow raising and egebpinching) and six rigid
components (three axial rotations and three araaktations) were presented in the

augmented point-light displays (i.e., “All Motionsee Appendix F.1).

10.1.1.3.Procedure
Each participant completed two sets of tasks: assmodal prosody matching task
and a set of auditory prosody rating tasks. Foln sets of tasks, participants were
tested individually in a sound-attenuated bootlhwideo stimuli presented on a
17" LCD computer monitor at 60fps and auditory stinpresented binaurally over
Senheiser HD650 stereo headphones. DMDX (Forsteot&ter, 2003) was used to

control stimuli presentation and response collectio

10.1.1.3.1Cross-modal matching task
For the cross-modal matching task, stimuli weres@néed in a two-interval,
alternate forced choice (2AFC) task as used in &x@nts 2 to 4. Participants were
informed that they would be presented two pairstiofiuli, each consisting of an
audio-only and a video-only item, and that thesktavas to select the pair in which
the visual display of prosody matched the auditokgn (Figure 10.1). To avoid
instance-specific strategies, the matching itenteencorrect pair were always taken

from a different recorded token. The non-matchiag pf stimuli consisted of
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utterances that were segmentally identical butyced as one of the alternate
prosodic types (i.e., the non-matching items fdf diathe echoic question trials
were broad focused renditions and narrow focusitiend for the remaining half).
The same auditory item was used as the first iteeach pair, and was the standard
against which the visual stimuli were to be matchatticipants indicated their
response as to which pair had the same prosody sedective button press. The
order of correct response pair was counter-balgraxamirring equally in the first
and second pair.

Two versions of the cross-modal matching task wesated, each requiring
a total of 90 matching judgments (5 sentencesatk@rts x 3 prosodic conditions).
The 5 sentences that were presented differed betthegask versions, with
participants completing only one version of th&td&resentation was blocked by
talker, with between- and within-block randomizatimontrolled by the presentation
software. In total, the cross-modal matching tasiktapproximately 30 minutes to

complete, including six practice trials and sevstairt breaks between talker blocks.
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/ RESPOND

Visual Only
Narrow Focus
Token 2

Audio Only
Narrow Focus
Tokenl

Visual Only
Broad Focus

Audio Only
Narrow Focus
Token 1

Figure 10.1. Schematic representation of the 2Af6Ssmodal matching task used in
Experiment 9. The same auditory token appearedférdoth pairs, and was the standard
that the matching judgment was to be made on. Tdtehing item within pairs was always
taken from a different recorded token, and non-hiatgitems were the same sentence

produced as a different prosodic type.

10.1.1.3.2 Auditory prosody rating task
In addition to the cross-modal matching task, pgrdints also completed two
perceptual rating tasks of the auditory stimuluse cating the degree of focus and

the other the perceptual clarity of the statemer@stjon contrast. Procedurally, these
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tasks were identical to those outlined in ExperitiverParticipants completed these
tasks in a counter-balanced order.

For both rating tasks, a total of 60 stimulus gemnere presented. In the focus
rating task, the items comprised of a single répetiof five sentences produced as a
broad focused rendition, and five narrow focus itors, from each talker. In the
phrasing rating task, the items consisted of aairgpetition of five sentences
produced as a broad focused statement, and fiaa ashoic question rendition from
each talker. For both tasks, item presentationb@sked by talker, with
presentation order between- and within-blocks ramded by the presentation
software.

Two versions of the task were made, so that pperds never heard the
same auditory token more than once across the thske (i.e., the auditory items
presented to participants were the tokens thatltaeynot yet been exposed to in the
cross-modal matching task). Similarly, the broacl®token used was always a
different repetition across both rating tasks. lbath tasks, participants were
informed that there was no “correct” answer, andevemcouraged to use the
complete range of the rating scale responses.tAdrgrocedural details are

identical to those outlined for Experiment 7 (sémfier 6).

10.1.2.Results and Discussion

10.1.2.1 Matching Point-Light Displays of Prosody across Maliies
A series of 6 (talker) x 2 (task version) mixedeafed measures ANOVAS were
initially conducted to test whether the two tasksuens differed for any of the
prosodic conditions. No difference in performanceusiacy was found across task

versions for any of the prosodic conditions [bréacls:F(1,31) = 2.52p = 0.122,
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np> = 0.075; narrow focud®(1,31) = 0.23p = 0.637,,° = 0.007; echoic questions:
F(1,31) =0.26p = 0.617,;7,,2 = 0.008], and thus the following analyses were
conducted on data collapsed across the two taskowves:

The percent of correct responses for each prosodidition and talker
(collapsed across sentences) are displayed ind-ifu@. Collapsed across talkers,
cross-modal matching performance was greater thanoe (i.e., 50%) for all three
prosodic conditions, as confirmed by a series@fificant one-sampletests [broad
focus:t(32) = 3.34p < 0.01; narrow focud(32) = 12.38p < 0.001; echoic

guestionst(32) = 8.05p < 0.001].

® Broad Focus ®Narrow Focus = Echoic Question
100 -

80 - I ! 1
. " |
|
40
20
O n T T T T T 1
1 2 3 4 5 6

Talker
All Motion Task Version

Cross-Modal Matching
Accuracy (%)

Figure 10.2. Mean percent of correct response$ @t@&ndard error) for the cross-modal
prosody matching tasks as a function of prosoditrest and talker (collapsed sentences)

for the “all movement” task version.

These data were analysed in a 3 (prosodic condibimad focus; narrow

focus; echoic question) x 6 (talker) repeated nreas@NOVA. The main effect of
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prosodic conditionk(2,64) = 28.16p < O.OOl,;yp2 = 0.468, and talkefF;(5,160) =
16.67,p< 0.001,;7,[,2 = 0.343, were both statistically significant, aawwas the
interaction F(10,320) = 2.59 = 0.005,77|02 = 0.075. Sidak pairwise comparisons
(interpreted with a 95% confidence interval) reedahat, collapsed across talkers,
perceivers were significantly better at matchinthbmarrow focus¥pix = 17.88,
Sidak 95% CI: 10.96 — 24.80] and echoic questiem& Mpix = 15.96, Sidak 95%
Cl: 8.64 — 23.28] across modalities than broad $edwnes.

Overall, the main effect of talker seems to beelribpy the superior matching
performance for items produced by Talker 5 compé&readl other talkers [Talker 1:
Mpirr = 23.43, Sidak 98.3% CI: 14.30 — 32.57; TalkeMgix = 18.18, Sidak 98.3%
Cl: 8.86 — 27.51; Talker pix = 15.76, Sidak 98.3% ClI: 6.14 — 25.37; Talker 4:
Mpirr = 22.83, Sidak 98.3% CI: 11.51 — 34.14; TalkeMgix = 10.91, Sidak 98.3%
Cl: 1.61 — 20.21]. Items produced by Talker 6 wads® matched with significantly
better accuracy than for Talker i = 12.53, Sidak 98.3% CI: 4.70 — 20.35] and
Talker 4 Mpi = 11.92, Sidak 98.3% CI: 2.05 — 21.79].

To interpret the interaction, a post-hoc withinjsgks ANOVA was
conducted independently for each prosodic condititth talker as the repeated
factor, interpreted with an adjusteaf 0.017 for multiple comparisons. For broad
focused items, the effect of talker was signific&is,160) = 4.66p = 0.001,;7,[,2 =
0.127. Sidak pair-wise comparisons (interpreteth @i®8.3% confidence interval)
suggested that although items produced by Talkezrg perceived with greater
accuracy, the difference was only significant imparison to Talker IMpix =

27.27, Sidak 98.3% CI: 7.40 — 47.14].
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Narrow focus items also differed across talke(s,160) = 7.41p < 0.001,
npz = 0.188, with pairwise comparisons indicating times effect was driven
primarily by perceivers superior performance farss-modally matching items
produced by Talker 5 compared to Talkevigf = 24.85, Sidak 98.3% CI: 6.98 —
42.72], Talker 2Wpir = 23.03, Sidak 98.3% ClI: 5.13 — 40.93], TalkeMgf =
15.15, Sidak 98.3% CI: 0.89 — 29.41] and TalkeMéi = 23.03, Sidak 98.3% CI:
5.68 — 40.38].

For echoic question items, the main effect of talkas once again
significant,F(5,160) = 10.84p < 0.001,77|02 = 0.253, with perceivers significantly
better at matching auditory tokens to point-ligliteos when items were produced
by Talker 5 and Talker 6 compared to Talker 1 \aker 5:Mp; = 18.18, Sidak
98.3% CI: 2.52 — 33.84; vs. TalkerMpi# = 15.15, Sidak 98.3% CI: 1.23 — 29.07],
and Talker 4 [vs. Talker Bpiz = 32.12, Sidak 98.3% CI: 11.98 — 52.26; vs. Talker
6: Mpir = 29.09, Sidak 98.3% CI: 10.15 — 48.03].

That matching performance was better than charttieates that the point-
light displays have captured some prosodic infoimnatHowever, performance
levels overall were lower than those obtained liersgame task using restricted video
displays of the upper (Chapter 2) and lower fadeafifer 3) in which matching
accuracy exceeded 80% across all three prosodditams. The reason for poorer
performance may simply be that the prosody inforomatransmitted by the point-
light stimuli is degraded (e.qg., it lacks texturgbrmation and changes in eye
shape). However, it should also be kept in mind i comparison between real
videos and point-light displays also involves commpadifferent talkers and the

current data clearly show that performance fordifferent talkers varied
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considerably (with mean matching accuracy for irdimal talkers ranging between
58% and 82%).

An additional thing to note was that performanaetiie broad focused
contrasts was patrticularly poor (in fact, the aacyrfor items produced by Talker 5
is the only reason that such items were better ¢thance). As both narrow focused
and echoic question tokens were used as the nathimgtdistracter item, a 2 x 2
mixed repeated measures ANOVA was conducted fobtbad focused items, with
foil type (narrow focus; echoic question) as théhm-subjects factor, and task
version as the between-subjects factor, to examirether the prosodic type of the
non-matching item influenced matching accuracy. ey, there was no main
effect of distracter typd;(1,31) = 1.53p = 0.226,;7,[,2 = 0.047, no main effect of task
version,F(1,31) = 1.07p= 0.308,;7,02 = 0.033, and no significant interaction,
F(1,31) =0.35p = 0.560,;7,[,2 = 0.011. Thus, regardless of the prosodic type ased
a distracter item, accuracy for cross-modal matgbirbroad focus tokens was
generally poor. This suggests that participants beaysing the initial auditory
stimulus as a guide to what to look for in the sgpgent visual displays. This
strategy would work well for the narrow focus amth@c questions since these
auditory stimuli provide positive cues (e.g., irased intensity anB0 range),
however the broad focused statements do not; sgiaidn here would need to be
based on negative evidence, a decision that isyalVeas secure (see Repp &

Crowder, 1990, for a similar argument).

10.1.2.2 Auditory Ratings of Prosodic Contrasts
Overall, the results of the auditory rating tagilieated those found in Experiment 7
and 8. For each task, the rating scores were debjéc a series of repeated

274



Chapter 10: Perceiving Prosody from Augmented Ragtit Displays

measures ANOVAs for each perceptual task; a subjeaysis s, collapsed across
sentences), and an item analy§is €ollapsed across raters), both with prosodic
condition and talker as within-items factors. Dagdchnical error, the auditory
rating data for one participant was not includethimanalysis (i.en = 32).

For the focus rating task, the main effect of ptyswas significant-s(1,31)
=527.77p < 0.001,° = 0.944;F(1,9) = 3124.17p < 0.001,” = 0.997.
Collapsed across talkers, the narrow focused uttesawere rated as having a
significantly greater degree of focus on the citiconstituent than the broad focused
renditions Mpir = 3.71, Sidak 95% CI: 3.55 — 3.85]. The main dftddalker,
Fs(5,155) = 23.42p < 0.001,° = 0.430;F(5,45) = 13.99p < 0.0017,° = 0.609,
and the prosodic condition by talker interactibg(5,155) = 45.18p < O.OOl,;ylo2 =
0.593;F((5,45) =13.53p < 0.001,77|02 = 0.600, were also significant.

To interpret the interaction, a series of pair@hgles-tests (interpreted with
a Bonferroni adjusted of 0.025) were conducted between the broad amdwar
focused items for each talker. For all six talkéng, prosodic effect was maintained,
with broad focused utterances being rated as hdegsgfocus on the critical
constituent than narrow focused renditions [Talkd(31) = 11.87p < 0.001;
Talker 2:t(31) = 16.00p < 0.001; Talker 3t(31) = 14.56p < 0.001; Talker 4t(31)
= 26.80,p < 0.001; Talker 5t(31) = 21.78p < 0.001; Talker 6t(31) = 21.37p <

0.001]. These ratings across talkers are showigunré 10.3.
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m Broad Focus ® Narrow Focus

2 3 4
Talker

Figure 10.3. Mean ratings of focus (collapsed acsentences and raters) as a function of
talker for broad and narrow focused utterancesrfars indicate the standard error of the

mean.

The ANOVA of the phrasing rating task yielded semitesults. The main
effect of prosody was significarfg(1,31) = 288.03p < 0.001,;7|D2 = 0.903;F(1,9)
=1345.25p < 0.001,;7|D2 = 0.993, with echoic questions being rated asgosiare
“question-like” than broad focused statemeMs; = 3.92, Sidak 95% CI: 3.45 —

4.39]. The main effect of talkeFs(5,155) = 16.71p < 0.001,> = 0.350;F(5,45)

8.17,p< 0.001,;7p2 = 0.476, and the prosodic condition by talkerrnatéon,
F(5,155) = 22.26p < 0.001,° = 0.4183(5,45) = 10.94p < 0.001 7,2 = 0.549,
were both significant.

Paired sampletstests to interpret the significant interactionwkd that, for
all talkers, the statement renditions were perckagbeing significantly more
“statement-like” than the echoic question onesk&al:t(31) = 12.63p < 0.001;

Talker 2:1(31) = 18.58p < 0.001; Talker 3t(31) = 10.33p < 0.001; Talker 4t(31)
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= 11.45,p < 0.001; Talker 5t(31) = 24.39p < 0.001; Talker 6t(31) = 13.35p <

0.001]. These ratings for each talker are showfigare 10.4.
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Figure 10.4. Mean ratings of phrasing (collapsedsssentences and raters) as a function
of talker for the broad focused statement and eotpeestion utterances. Error bars indicate
the standard error of the mean.

10.1.2.3 Relationship between Auditory Ratings and Item Acaay
To determine if there was any relationship betwiberratings for the narrow focus
and echoic question items in the subjective augittating tasks, and item accuracy
when these tokens were the auditory targets icnbg&s-modal matching task, a
series of Pearson product-moment correlations s@nducted. Using as of 0.05, a
small yet statistically significant positive comgbns was found between item
accuracy and ratings of focus streng{b8) = 0.24p = 0.033, with auditory items
rated as having strongerdegree of focus production resulting in more adeura

matching performance (Figure 10.5, upper panetil&ily, ratings of phrasing for
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the echoic question renditions of utterances wigrafgcantly correlated with item
accuracy in the cross-modal matching tagk3) = 0.36p = 0.002, with utterances
subjectively rated as being more “question-likeSuiéing in better matching

accuracy (Figure 10.5, lower panel).
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Figure 10.5. Scatter plot indicating the relatidpdietween subjective rating of auditory

tokens and item accuracy in the cross-modal magdiaisk, for narrow focus (upper panel)

and echoic question (lower panel) items.
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Although there was a significant relationship bedwéhe subjective auditory
ratings and item accuracy in the cross-modal matctask, these correlations need
to be interpreted with caution. For example, TaKerauditory productions of
narrow focus items (rated across 10 sentences) natze the highest of all six
talkers (see Figure 10.3), however accuracy ofgreecs in matching these contrasts
to the corresponding visual point-light displayssvi@wver than for most of the other
talkers (Figure 10.2). Indeed, this corroboratesfitiding from Chapter 8 that the
relationship between auditory and visual prosodxaisable and potentially non-
linear. Given that auditory tokens across all alkdrs were perceived as conveying
the intended prosodic contrasts, variability in $aéence of visual cues produced by
talkers is more likely the cause of differencesrimss-modal matching accuracy.
From Chapter 7, talkers displayed differences nbt m the types of cues that they
used to contrast between the prosodic types, batialthe overall amount of
movement. Thus, those talkers that provided lamgarements (or at least more
salient visual cues) in conjunction with strong ttastive acoustic information are
more likely to be matched with higher accuracy. (kéhen the correspondence
between the auditory and visual signals is obvious)

In sum, Experiment 9 showed that a combinationooi-rigid and rigid
motion features presented in slightly augmentedtgajht displays provided
perceivers with sufficient contrastive (prosoditprmation to support cross-modal
matching. These results can be used as a based@sune for determining how well

motion features can be perceived when presentsolation in Experiment 10.
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10.2.Experiment 10: Perceiving Prosody from ManipulatedPoint-Light

Displays

To determine what type of movements are responfbleonveying prosodic
information to perceivers, Experiment 10 used sfiimuvhich individual motion
features were systematically removed from the gaght displays. Specifically,
three stimuli conditions were presented to pergsid) only the non-rigid
movements of the face were presented (i.e., the ngad movements were
removed), (2) only the movements of the articug{ae., the talkers’ lip and jaw
movements) was presented (i.e., no eyebrow or hgatl movements were
included), and (3) only the rigid movements of Weole head were made available
(i.e., no face movements were included).

Based on the results found in Chapter 3 (Cveja.etn press), and in
Lansing and McConkie (1999), performance for maitgmarrow focused items
should be maintained when only articulatory infotimais available perceivers,
whereas performance for identifying echoic questisriikely to decline when the
eyebrow and rigid head movements are no longetadlai In contrast, a different
pattern of results is expected on the basis of Sveerd Krahmer’s (2008) findings;
given that their results indicated that the uppeefheld a greater cue value for
identifying narrow focus, cross-modal prosody matglshoulddeclinefor narrow
focus items when upper face movement is no longesigeed. Furthermore, on the
basis of the results reported in Chapter 2 (C\atjigl., 2010), then being provided
with only the rigid movements of the talkers’ hesfbuld allow perceivers to match

both focus and phrasing contrasts across modalities
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10.2.1.Method

10.2.1.1 Participants
Forty-two undergraduate studeniéage= 22.5 years) from UWS participated for
course credit. All participants self-reported norwracorrected-to-normal vision and
hearing, with no known communicative deficits. Ndvael taken part in Experiment

9, or any of the other previously reported expentae

10.2.1.2 Materials and Procedure
Three stimuli conditions were designed by remodpgcific movement features
from the “All Motion” point-light displays in Expénent 9. The “Non-Rigid
Movement Only” condition consisted of stimuli thiaesented the non-rigid lip, jaw
and brow motion with head rotations and translati@moved from the visual signal
(i.e., movement of PCs 1 to 8, see Appendix F.Be TArticulator Movement Only”
condition consisted of stimuli that were similarthe “Non-Rigid Movement Only”
ones except that the eyebrow movements (PCs 7)andr8 also removed (but the
static eyebrows were still shown, Appendix F.3hafly, the “Rigid Movement
Only” condition consisted of stimuli where rotatgand translations of the whole
head were shown (R 1 to R 6), while all other megkemained in the average face
configuration moving in accordance with the rigebld motion (Appendix F.4).
Participants were not presented with an “EyebrowyGdisplay condition
(Appendix F.5) since the results of a pilot studhtli participants who were familiar
with the task and the point-light displays) showteat only chance level
performance with these stimuli could be achievduds Ts not to say that there are no
eyebrow movements produced at all by the talkerstdiher that people are less

sensitive to these movements as prosodic cues presented in isolation.
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The procedure of Experiment 10 was identical toctiess-modal matching
task in Experiment 9 (with the exception of the i@mof items), with the task once
again requiring matching from auditory to videod¢ok. Each participant was
randomly assigned to and completed the task irobttee stimuli conditions (i.e., all
stimulus items were presented either as the nad-mgvement only, articulator
movement only, or rigid movement only). Each vangiequired 180 matching
judgments to be made, consisting of a single repetof each of the 10 sentences in
the three prosodic conditions produced by all aikers, with the matching audio
and video pair always being based on differentndembtokens. The task took
approximately 55 minutes to complete, includingesal/short breaks and six

practice trials.

10.2.2.Results and Discussion
The percent of correct responses for each stinemdiion as a function of prosodic
condition and talker (collapsed across sentencegjiaplayed in Figures 10.6 to
10.8. A series of one samphests (the values of which are shown in Table)10.2
indicated that, collapsed across talkers, abovaaghperformance was maintained
for narrow focus and echoic question items acrtigask versions; however
performance for broad focus items dropped to chéned. Furthermore,
performance for individual talkers across the stimersions varied. That is, when
rigid movements were removed from the visual stiriid., in the “Non-Rigid
Movement Only” condition), better than chance perfance was maintained for
both narrow focus and echoic question items fotaditlers. When only articulatory
movements were made available, narrow focus iteare watched better than
chance for all talkers except for Talker 4, buta@clguestion items were matched

282



Chapter 10: Perceiving Prosody from Augmented Hagttt Displays

better than chance only when produced by Talker®2Talker 5. In contrast, when
only the rigid movements of the head were provigeith no articulatory or

eyebrow movements), matching was performed bétter thance for echoic
guestion items for all talkers except Talker 4, boar narrow focus matching above
chance was only for items produced by Talker 3k@mab or Talker 6. Indeed, these
differences clearly reflect differential strateg(es., different cue usage) across

talkers in the visual marking of prosody, as shaw@hapter 7.

® Broad Focus ®Narrow Focus = Echoic Question

Cross-Modal Matching
Accuracy (%)

1 2 3 4 5 6

Talker
Non-Rigid Movements Only

Figure 10.6. Mean percent of correct response$ @t@ndard error) for the cross-modal
prosody matching tasks as a function of prosoditrest and talker (collapsed sentences)

for the “non-rigid movement only” stimuli.
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® Broad Focus ®Narrow Focus = Echoic Question
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Figure 10.7. Mean percent of correct response$ @t@ndard error) for the cross-modal

prosody matching tasks as a function of prosoditrast and talker (collapsed sentences)

for the “articulator movement only” stimuli.
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Figure 10.8. Mean percent of correct response$ @téndard error) for the cross-modal

prosody matching tasks as a function of prosodidrast and talker (collapsed sentences)

for the “rigid movement only” stimuli.
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Table 10.2. Matching performance against chancthiocross-modal matching task of

Experiment 10, as a function of talker and prosaditdition for each of the stimulus

conditions.
t-test Value vs. Chance (50%)
. Non-Rigid Articulatory Rigid
Talker Pros?-dlc Movement Movement Movement
Condition
Only Only Only
(df = 16) (df = 11) (df = 12)
Group Broad Focus 1.08 0.81 -0.81
Narrow Focus 7.92%** 8.24*** 5.66%**
Echoic Question 8.45%** 3.82** 5.67***
Talker 1 Broad Focus -0.78 0.16 -2.85
Narrow Focus 4.93*** 3.63** 1.61
Echoic Question 5.05%** 1.63 3.50**
Talker 2 Broad Focus 0.14 -1.59 -0.89
Narrow Focus 5.13%** 2.40* 1.64
Echoic Question 5.59%** 3.74** 2.55*
Talker 3 Broad Focus -0.37 -0.13 0.26
Narrow Focus 5.19%** 2.25* 6.18***
Echoic Question 4. 75%** 0.67 2.31*
Talker 4 Broad Focus 1.49 0.46 -1.68
Narrow Focus 5.74%** 1.48 1.17
Echoic Question 2.85* -0.52 1.34
Talker 5 Broad Focus 3.40** 3.32** 1.75
Narrow Focus 7.19%** 6.99*** 5.30%**
Echoic Question 5.28*** 4.,34** 5.70%**
Talker 6 Broad Focus -0.60 0.33 -0.87
Narrow Focus 4.31* 3.74** 4.72%**
Echoic Question 7.13%** 2.03 3.28**

Note: *** indicatesp < 0.001, ** indicatep < 0.01, * indicatep < 0.05
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These data (along with the results from Experin®@mntere compared in a 3
x 6 x 4 mixed repeated measures ANOVA, with prasedndition (broad focus;
narrow focus; echoic question) and talker as reggeaithin-subjects factors, and
stimuli condition (all motion; non-rigid movemently, articulator movement only;
rigid movement only) as the between-subjects fadtbe main effects of prosodic
condition,F(2,142) = 64.04p < 0.001,77|02 = 0.474, and talkeF(5,355) = 28.67p <
O.OOl,;ylo2 = 0.288, were statistically significant, so was between-subjects main
effect of stimuli conditionF(3,71) = 4.09p = 0.010,77|02 = 0.147. The interaction
between talker and prosodic condition was sigmifica(10,710) = 3.28p < 0.001,
npz = 0.044, but no significant interaction for thektal by stimuli condition was
found,F(15,355) = 1.00p = 0.459,;7p2 = 0.040; nor was the prosody by stimuli
condition significantF(6,142) = 1.09p = 0.370,77,02 = 0.044. There was no
significant three-way interactions(30,710) = 0.64p = 0.936,;7,02 =0.026.

Overall, matching performance was the greateftarfAll Motion” stimuli
condition, when a combination of rigid and non-dignotion was available in the
visual signal. However, the only significant diéace was between the “All
Motion” and “Articulator Movement Only” condition®pi¢ = 8.07, Sidak 95% CI:
0.73 — 15.40].

Across all four stimuli conditions, the main effeétprosody was maintained
(as found in Experiment 9), with pairwise compansguggesting that matching
performance for broad focused items was signifigdatver than both narrow focus
[Mpit = 17.04, Sidak 95% CI: 12.70 — 21.39] and echaiestjon itemsMpix =
15.08, Sidak 95% CI: 10.57 — 19.59]. Commensurdtie lxperiment 9, the main

effect of talker across all four task versions seéorbe driven by perceivers finding
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it much easier to match items produced by Talkiérah all other talkers [Talker 1:
Mpirr = 18.71, Sidak 95% CI: 12.81 — 24.60; TalkeMgjx = 15.80, Sidak 95% CI:
9.89 — 21.81; Talker pir = 14.01, Sidak 95% CI: 8.40 — 19.61; TalkeMgis =
19.71, Sidak 95% CI: 12.75 — 26.67; TalkeMgiz = 10.71, Sidak 95% CI: 4.88 —
16.55], while items produced by Talker 6 were pieex much better than for Talker
1 [Mpir = 7.99, Sidak 95% CI: 2.83 — 13.16] and TalkeMé;t = 8.99, Sidak 95%
Cl: 3.20 - 14.79].

To determine the source of the prosody by talktaraction, a series of 6
(talker) x 4 (stimuli condition) mixed repeated rsei@s ANOVAs were conducted
independently for each of the prosodic conditiaarsd(interpreted with an adjusted
of 0.017 for multiple comparisons). For broad famigems, the main effect of
talker was maintainedr(5,355) = 9.08p < 0.001,77|02 = 0.113, however the main
effect of stimuli conditionF(3,71) = 2.09p = 0.110,77|02 =0.081, and the stimuli
condition by talker interactiork(15,355) = 0.50p = 0.939,%2 =0.021, failed to
reach significance.

For narrow focus items, the talker main effect wase again observed,
F(5,355) = 14.54p < 0.001,;7,[,2 =0.170. An effect of stimuli condition was found,
F(3,71) =2.8p= 0.043,;7,[,2 = 0.107, but this was not significant at the atdjds
alpha level’. The interaction also failed to reach significgrie@5,355) = 0.82p =
0.655,%2 = 0.034. Similarly, the talker main effect wasrsigant for echoic

questionsF(5,355) = 13.79p < 0.001,77|02 = 0.163, but the between-subjects effect

1" Examination of the pairwise comparisons suggéststhis effect is driven by the difference
between the all movement and articulator movemalyt stimulus conditionsNlpir = 9.48, Sidak
98.3% C.l.: -1.20 — 20.17].
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of stimuli condition was not significant at the astied alpha lev#, F(3,71) = 2.95,
p= 0.039,%2 =0.111, while the interaction also failed to @&stai significance,
F(15,355) = 1.04p = 0.417 5,> = 0.042.

Overall, these results suggest that matching psosod the rigid (head) or
non-rigid (articulatory and eyebrow movements) gest in isolation is just as
accurate as when these motion types are presenteanbination (i.e., in the all
motion condition). Indeed, no differences were fhamong the all motion
condition, the non-rigid movement only, and thedrigijovement only conditions,
with the availability of more cues not necessdeblding to better prosodic
perception (i.e., performance in the “All Motiondredition showed no evidence of a
ceiling effect). In line with the proposal madeGhapter 3 to explain perceivers’
ability to accurately match prosody despite beirayjoled with very different cues
(i.e., different face areas or different talketbjs ability to efficiently use any of the
cues likely stems from the visual signal conveyimgjtiple cues to prosody, and that
perceivers can make use of any available cue trmete the prosodic category
(with matching performance performed at this alosttategorical level).

The results of the prosody matching from the ngidmovement cues only
indicated that there was a benefit from adding ey@bmovements to the
articulatory ones. This is interesting since itegmed that eyebrow movements by
themselves provided insufficient information towdrreliable matching performance.
Upon examining performance at the individual tallesel, this difference was
mainly apparent for echoic question items. Thatarow focus items were still

matched at greater than chance levels regardldbg afvailability of eyebrow

18 As with narrow focus, the pairwise comparisonsdate that this effect is driven by the difference
between the all movement and articulator movemaiyt stimulus conditionsNlps = 11.59, Sidak
98.3% C.l.: -1.43 — 24.61].
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movements (for all talkers except for Talker 4) endas echoic questions were
matched at greater than chance levels only forefakand 5. This is consistent with
the results reported in Chapter 3 (Cvejic et alpress) and by Lansing and
McConkie (1999) that the movement information cored in the upper face is
important for the perception of phrasing, wheréasnost beneficial cues for focus
are available from lower face motion (i.e., artatory movements). Indeed, these
findings go against those of Swerts and Krahme@§2Who suggested that upper
face movements are more important for determinarag$.

Furthermore, although performance collapsed adedlssrs suggests that
rigid motion is just as efficient as full head &ade motion for conveying prosody
(as found in Chapter 2), this was primarily theecs echoic question items. All
talkers except for Talker 4 were matched at greser chance levels in this
condition, however this was not the case for nari@mus: only items produced by
Talkers 3, 5 and 6 were matched above chance.dntiesse talkers were the ones
shown to utilise an increase in rigid pitch rotaido contrast narrow from broad

focused tokens in the visual analysis reportedhapfer 7.

10.3.Summary

A talker’s articulatory and non-articulatory (i.egid head and eyebrow movements)
gestures vary as a function of prosodic changethd; Dohen et al., 2006, 2009;
Scarborough et al., 2009), and in general peoglsansitive to such visual cues and
able to extract prosodic information (Chapters an8 9; Cvejic et al., 2010, in
press; Foxton et al., 2010). The current chaptamemxed how well these movement
features were perceived as prosodic cues in isalati in combination. This

question has been of interest in previous studigsj(c et al., 2010, in press;
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Lansing & McConkie, 1999; Srinivasan & Massaro, 208werts & Krahmer, 2008)
but the research method used (i.e., by processilep vecordings) has its limits in
selecting and presenting particular movement featur isolation. Thus, the current
study followed up these studies with a method dlvatcomes such limits, that is, by
using an auditory-visual speech prosody corpusitichides three-dimensional
motion tracking information (Chapter 4) to crediensli of a talker’s face animated
by selected movements.

The current results showed that articulatory gestalone (i.e., movements
of the lips and jaw) convey prosodic informatioatthan be perceived better than
chance, however the perceptual salience of nharmowsfand echoic question items
is further enhanced when non-articulatory movemesish as eyebrow raises and
whole head rigid movements, accompany movemerttseddirticulators.
Furthermore, rigid head movements in isolation wedfective as prosodic cues
(particularly for echoic questions, commensuratid wie results reported in Chapter
2). In sum, it seems that the more visual cuedablaido not necessarily lead to
more accurate perception of prosody; the benetidditional cues may depend on
whether they can be attended to without distradtiogp each other, with multiple
cues giving the perceiver more choice as to whatbesattended to rather than being
additive.

Finally, the outcome from both Experiment 9 andd#ffirm the findings of
the previous chapters that talkers vary in bothatiditory and visual cues used to
signal prosodic contrasts (in terms of which cuesused, and the perceptual

salience of these cues).
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This thesis explored the auditory and visual probggiof two types of spoken
prosodic contrast: a contrast of prosodic focus,revinarrow focus statements
(containing an explicit point of informational faguwere contrasted with broad
focus ones (where no individual constituent waggigreater informational
importance), and an utterance phrasing contrasthioh declarative statements
were contrasted with echoic questions (that hada&nee segmental content but
where a degree of uncertainty was implied).

A series of production and perception studies warded out to address
questions about the form, perceptibility and pagritinctions of visual prosody, as
well as about the nature of the relationship betwbe auditory and visual prosodic
correlates. In this chapter, the key outcomes egelstudies are highlighted then
considered. This is followed by a discussion oflimétations of the research
program, and the presentation of some proposalsiiare work in the area of

auditory-visual prosody research.

11.1.Perceiving Prosody

The initial series of six experiments reported ma@ters 2 and 3 explored the
perception of visual prosodic cues that are avkallom the head and face of talkers
using a two-interval, alternate forced choice (2AR@tching task. Specifically, the
aim of these studies was: to determine whetherepaacs were sensitive to visual
prosodic cues, to determine whether perceiverdamléte the visual correlates to
the auditory realisation of prosodic contrastsdemtify the types of visual

movements that were of most benefit for contragpirggodic types, and to explore
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perceivers tolerance for variability across theitmug and visual prosodic signals. In

what follows, each of these issues will be addicbgseurn.

11.1.1.Perceptual Sensitivity to Visual Prosody
Experiments 1 to 3 examined whether perceivers sensitive to the way that
prosody was realised by talkers in the visual moddh Experiments 1 and 2,
visual displays showed only the talkers’ upper haad face in two conditions;
textured displays that showed a combination ofiragid non-rigid movement, and
outline only displays where textural details suslegebrows and skin wrinkling
were removed (leaving only an outline of the tadkeead and irises). In Experiment
3, only the lower half of the face was shown. Tdhission of upper and lower face
cues provided a neat way of separating out thoss ttiat are directly tied to
articulatory processes (visible from the lower ladlthe face) from those that are
less causally related to speech production (sudyesrow and rigid head
movements). Two variants of the 2AFC matching taske employed: a within-
modal matching task (requiring matching of videketas that were produced with
the same prosody), and a cross-modal matchingitasiving the matching of
auditory to video tokens).

The purpose of the within-modal task was to testtiver the differences in
visible movements from selective face areas weletalbe picked up by perceivers.
That is, performance on this task provided an @the of whether perceivers were
able to use movement information as expressedsdiffsrent tokens (as different
recorded tokens were used for the matching pagsiply by using overall or
distinctive motion as a cue, (i.e., choosing thie where there was some sort of
conspicuous motion occurring in both stimuli). Higlrels of matching performance
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were obtained, indicating that perceivers wereiseago (and able to use)
differences in visual cues from restricted displ@yscourse, this on its own does
not mean that performance can be attributed tatsetysto prosodic type per se, but
it does show that the visible differences acroespttosody contrasts were large
enough to be perceptually salient.

In contrast, the cross-modal matching task requperdeivers to interpret the
prosodic information from the auditory modalitydaio find suitable correlates in
the visual one, even though the different tokeng nw be perfectly matched. The
result that perceivers attained high performaneel$ein this task reflects not only
that there are perceptually salient differencewéen the auditory and visual cues
used to contrast prosodic types, but also thaettdierences are identified as being
representative of particular prosodic categories.

Furthermore, perceivers were capable of perforrthiege matching tasks
regardless of the type of visual information thakwpresented. That is, above chance
levels of performance were attained for texturepeugace displays, outline upper
face displays, and displays showing only the loladf of the talkers face. This
outcome provided preliminary evidence that theeemaultiple (and potentially
redundant) visual cues to prosody distributed actios face. In part the motivation
for the recording of an auditory-visual speech pdysproduction corpus (Chapter 4)
was to quantitatively explore this proposition. Aduhally, these results not only
suggested that perceivers were sensitive to tlag afrprosodic cues in the visual
signal but were able to employ this information ity i.e., that when one of these
cues was no longer available (due to occlusiongeamaanipulation or simply not

being produced), those that remained appearedtsuffito permit the underlying
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prosodic category to be determined. This hypoth&asfurther explored in

Experiments 4 to 6 (see Section 11.1.3 below).

11.1.2.Beneficial Face Areas for Specific Prosodic Contras
To determine whether a particular face area hejgkater cue value for conveying
specific prosodic contrasts to perceivers, theltesd Experiments 1 to 3 were
compared. Although performance was above chanossall presentation
conditions and prosodic contrasts, displays oldler face (showing articulatory
movements) resulted in better discrimination f@& tlontrasting of narrow focus
from broad focus (differing from the reports of 3tg8e& Krahmer, 2008), whereas
the phrasing contrasts (echoic questions vs. ddolarstatements) were better
discriminated from upper face displays (commensunath the results Lansing &
McConkie, 1999).

Note though that this result was only found for whthin-modal matching
task, with no specific face area being of greagrehit for cross-modal matching.
This was interpreted as being due to differencdmua well prosody was specified
by the initial item within a stimulus pair. Givelnat auditory perception of prosody
is quite good (as shown in Chapters 6 and 9; Dé&hkaevenbruck, 2009), the initial
item in the cross-modal matching task (i.e., antangdtoken) specifies the prosodic
type equally well regardless of whether it is falkxl by an upper or lower face
display. This specification can then be used tdgtine perceiver to appropriate

correlates in the subsequently presented videdayisp

11.1.3.Tolerating Variability in Prosodic Realisation
Experiments 4 to 6 examined the degree to whicbgpegrs were able to tolerate

signal-level differences (i.e., across face areastalkers) in the realisation of
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prosodic contrasts. This was indexed by the peecsiability to perform within-
modal and cross-modal prosody matching. These empets allowed for further
investigation of the hypothesis that perceiverguheine the underlying prosodic
category from the presented tokens (regardlessodiity, face area or the talker
that produced it), and make their matching decisiothis abstract (categorical)
level.

Although performance was better when items wigiairs were produced by
the same talker, the results showed that perceivers able match prosody from
visual cues provided by the upper face to the Idaee (and vice versa) across
different talkers. Similarly, good matching perf@nte was obtained for the cross-
modal task when the initially presented auditoketowas produced by one talker
and the video token was produced by the otheritétkgardless of the face area
shown). This ability to match very different cuegppported the proposal that
matching was performed at an abstract level.

In order to begin to understand how variable cuggt be mapped onto
prosodic categories, models that have been progosiehl with variability in
speech recognition (i.e., models of how perceidessnguishing phonemes) were
considered. In this regard, cue-integration apgresgcin particular the C-CuRE
model (McMurray & Jongman, 2011; McMurray et al12) appeared to be the
most attractive framework to explain the resuliits¢es such models assume that there
may be many cues that flexibly signal a linguigtioperty (in this case prosody)
rather than a few invariant ones. Furthermore, surcapproach seems more suited
to coping with novel types of input (e.g., matchfrgm the upper face of one talker

to the lower face of a different one). Indeed,GR€URE style of approach has the
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benefit of combining aspects of both invariance exeimplar approaches, by
assuming that numerous cues are encoded by parcaive that in combination,

variability in any one of these can overcome bydtier cues in the signal.

11.2.Producing Prosody

The results of the first experimental series (Expents 1 to 6) suggested that there
are multiple visual cues to prosody (distributetbas upper and lower face areas),
and that perceivers are sensitive to their occageno determine a precise
definition and a more comprehensive understandirigeofunction of visual

prosody, a production study was conducted (Chapter quantify the properties of
auditory prosody (Chapter 5) and their visual dates (Chapter 7), the consistency
of the manifestation of these cues across tallagid the relationship between them
(Chapter 8). The collection of three-dimensiondaddso allowed for sophisticated
manipulation of the data for use in further peraapstudies (Chapter 9 and 10).

Detailed below are the key findings from these yses.

11.2.1.Auditory Correlates of Prosodic Focus and PhrasingContrasts
Given that the auditory correlates of prosodic ®and phrasing contrasts have
previously been well described in the literature.(iin terms of0, intensity,
duration and vowel space properties, Cooper e1a85; Eady & Cooper, 1986; Hay
et al., 2006; Kochanski et al., 2005; Krahmer & 8%,2001; Nooteboom, 1997),
the exploration of acoustic properties from theorded corpus was conducted to
confirm that the prosodic contrasts demonstratedytpical characteristics rather
than to identify any new properties.

In general, both contrast types were realised thighexpected differences in

acoustic properties. For focus contrasts, the ptiead content of narrow focused
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renditions was produced with a lower mean interikigyn equivalent content in a
broad focused context. The prosodically marked tioiest was produced with
longer syllable durations, a greak€y range, and larger intensity range, while
utterance content following the focused constitweas also produced with longer
syllable durations, a lower me&0, a greater range &0, and a lower mean
intensity (compared to broad focused renditions).

In comparison to declarative statements, echagstipns were produced
with longer mean syllable durations, increased nk€grgreater range ¢f0 and a
larger intensity range during the critical consitti(i.e., the questioned item within
the sentence), whereas the post-critical contestpsmaduced with a higher meg#f,

a larger range df0 and intensity, and a greater mean intensity.

11.2.2.Visual Correlates of Prosodic Focus and Phrasing Qdrasts
To determine the visual correlates of the prosodittrasts, the dimensionality of the
motion capture data (representing the talkers’ lasmbiface movements) was
reduced using a guided principal components arsa(i¥aeda, 2005) from 38 three-
dimensional marker positions per frame, to thrg&lniotation and three rigid
translation parameters, and eight non-rigid movedrparameters representing
biomechanically plausible articulatory control paeders. For each utterance, the
area under the principal component amplitude cwwaesthen compared across
prosodic contrasts.

In general, both articulatory (e.g., jaw and lipuaments) and non-
articulatory gestures (e.g., eyebrow and rigid haation) were involved in
contrasting focus and phrasing types. For focusrasts, an increased amount of
movement occurred on all eight non-rigid movememwameters (i.e., jaw opening,
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lip opening, lower lip movement, upper lip moveméipt rounding, jaw protrusion,
eyebrow raising and eyebrow pinching) during thedprction of the critical
constituent in narrow focused utterances compardudad focused ones.

Phrasing contrasts showed similar differences, thi¢hechoically questioned
critical constituent produced with more jaw movemdép opening, increased lip
opening and jaw protrusion, greater eyebrow pirglaimd more rigid pitch rotations
(i.e., rotations around theaxis) than the equivalent segmental content enmdsbdd

within a statement context.

11.2.3.Variability in the Production of Prosodic Contrasts
The realisation of prosodic contrasts varied, laottitory and visually, as a function
of three different factors: the utterance propsr(iee., the number of syllables in the
utterance, and the location within the utterancthefcritical constituent), the
interactive setting in which the recording tookgadi.e., whether or not the talker
could see the interlocutor), and as a functiorneftalker.

In terms of utterance properties, the majoritdiffierences occurred post-
critically dependant on the location of the prosatly marked constituent in the
utterance (i.e., whether the critical constituestwred in the first half or second half
of the utterance). A relatively straightforward ecnt was proposed to explain such
differences which made two basic assumptions: ifeeviias to consider the
prosodic marking of a constituent as a form of lisea hyperarticulation (see de
Jong, 1995, 2004; de Jong, Beckman & Edwards, 19#@3rt & de Jong, 2008).
That is, a constituent can be prosodically markedrihancing any number of a
range of auditory and visual signal properties.(dagger jaw movements and
increased intensity). The second was to assumehlaaige does not occur
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immediately, i.e., the lead up to enhancement hagdtbsequent return are gradual.
Due to this hysteresis, when the critical constituaecurs in the latter half of the
utterance (particularly when the utterance is 3htivere may be insufficient time for
the talker to readjust their articulation (and heettee signal) back to pre-critical
levels.

Talkers also varied in their realisation of auditand visual prosody as a
function of the interactive setting (whether theyld see who they were talking to).
This was in part expected based on an extensiamdblom’s (1990, 1996) Hyper-
Hypospeech theory, which proposes that when comggtalkers tend to expend
only as much effort that allows the listener to mtain lexical access, and will shift
away from such a low-cost mode based on factotsstivaound the interaction (such
as noise of the communicative environment). Giverc@vers’ sensitivity to (and
use of) visual prosody, it was predicted that situes where visual prosody was no
longer made available to perceivers (i.e., in augibnly interactions) would result
in talkers compensating for the loss of this signaénhancing auditory-based cues.
Indeed, this prediction was supported in the adoasialysis, with a small number
of features being enhanced to a greater degreeafoow focus and echoic question
renditions (relative to broad focused ones) inAkesetting than when compared to
the FTF setting (the perceptual effects of whiaghdiscussed later on in Section
11.3.1).

To produce some of these acoustic enhancementsagaqn increased
amount of articulatory movement, so it was not sanpg to find larger lip openings
in AO compared to FTF settings. However, for vistiggs which are not directly

involved in the shaping of the acoustic signal.(eegebrow movements), one might

300



Chapter 11: Summary and Conclusions

expect there to be an increase in movements ongynliey can be seen by an
interlocutor (in FTF settings) and a reductiongbmost maintenance of these cues)
in situations where they will not be visible. Irdstingly, the opposite pattern was
observed in visual analysis (Chapter 7): even thaygbrow movements were not
able to be seen and have little to do with the isigapf the acoustic signal, they were
exaggerated (relative to the FTF settings) acrossat and post-critical phases for
narrow focus renditions. The implication of thesaling in relation to the potential
functions of visual prosody is discussed in furttietail in Section 11.4.

Finally, talkers varied in the acoustic and videaltures used to contrast
prosodic focus and phrasing types. There were $eateres that were more
commonly used (and consistently produced by dtetal), but the degree to which
these properties were enhanced, and the addigonkiory and visual features that
accompanied them, varied substantially acrossralldis difference in the way
prosody is realised across talkers appears tchalee perceptual consequences (as

explored in Chapters 10 and 11).

11.2.4.Relationship between Auditory and Visual Prosodic fgnals

The relationship between auditory and visual sigmads explored in Chapter 8 by
conducting a series of correlation analyses betweeextracted auditory-Q and
intensity contours) and visual parameters (prinapaiponent curves), and by
examining the temporal displacement between thetsrm$ auditory and non-
articulatory visual prosodic markers.

Overall, the correlation between auditory and aigaarameters, even for
those involved in speech production (i.e., jaw Bmanovement) was highly variable
across utterances. Given the structured natutleeafeicorded corpus, it was possible
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to compare the strength of the correlations betveemiitory and visual features in
utterances containing a prosodically marked carestit (i.e., narrow focus and
echoic question tokens) with broad focused onesenNthe utterances were
examined in their entirety, the relationship betwe®dalities weakened in
situations where a constituent was prosodicallykedrsuggesting that the nature of
the relationship may be non-linear, with the acttdprosodically marking a
segment having consequences on auditory-visuairakgt of pre-critical and post-
critical utterance phases. Indeed, when the relship between signal modalities
was considered only for the critical constituehg strength of the relationship was
found to be greater compared to the broad focusswtitions.

Given the possibility of a non-linear relationsbgtween auditory and non-
articulatory visual cues, some aspects of the Astienship may not have been
adequately captured in the examination of cormatatialues. As such, the timing of
eyebrow raises and rigid pitch rotations of thidged’ head in relation to the onset of
the critical constituent was examined. For therattees that were accompanied by
an eyebrow raise, these occurred before the drdaastituent had been uttered,
regardless of the prosodic context. In contrasttitining of rigid head movements
varied across the prosodic conditions: for broamli$outterances there was no
systematic temporal relationship, for narrow fothesrigid pitch rotation peaked
after the critical constituent had been utteredgenehs echoically questioned critical
constituents were preceded by the rigid head momerkerthermore, this pattern of
data was observed when both movements were prnegbint an utterance, and
when the timing of a rise in tHed was used as the starting point of the prosogicall

marked constituent. This outcome suggests thatralkave at least some degree of
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control over the production of non-articulatoryuas features, and that they can be
decoupled from the production of acoustic featimewder to serve different
functions dependant on the prosodic context (tpesential functions are discussed

in more detail in Section 11.4).

11.3.Linking Production and Perception

The data recorded in Chapter 4 was used to gertbegtimuli for a series of
perceptual experiments designed to explore thebetlveen prosody production and
perception. Two sets of tasks were employed: Chaptand 9 used a subjective
rating task requiring perceivers to rate eitherdbgree of focus or clarity of the
statement-question contrast, whereas Chapter 1getpthe cross-modal prosody
matching task (as used in Chapters 2 and 3) wahabistimuli showing augmented

point-light representations of the talkers face emoents.

11.3.1.Perceptual Effects of the Talker Seeing the Interlcutor

Chapter 6 explored the perceptual effect of talkersustic modifications made to
the speech signal when realising prosody in interasettings where they could not
see the interlocutor. By comparing the subjectateng scores across FTF and AO
settings for narrow focus and echoic question tekboth prosodic contrasts were
rated higher (i.e., more emphasis for the narrasuged tokens, and more question-
like for the echoic questions, relative to broadufged renditions) when they were
recorded in AO settings. This effect was robustf ass maintained across all
talkers, sentences and raters, as well as beitigatgul in Chapter 9 where a
different stimuli set and raters were used.

A series of multivariate linear regressions weredu® explain the variance

in the rating data, the outcome of which showed $bane auditory features uniquely
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explained a small amount of variance, but a sulistgaroportion remained
unaccounted. This inability of a linear model te@mt for a large portion of the
variance suggested several possibilities: thatalinear combination of acoustic
cues were used to enhance the expression of pro$adyadditional signal-based
modifications were made that were not adequatgiyucad in the analysis, or that
the performance of perceivers provides a more temsneasure than signal based
measurements for determining prosodic differences.

Note though that this effect of higher ratingstfmkens produced in AO
settings compared to FTF ones, although replicat&hapter 9, was only observed
for auditory-alone presentations. That is, whenafisnformation recorded across
the two interactive settings was presented to pegcefor rating, no differences as a
function of the interactive setting were found (@&ssignal-level differences in the
visual analysis detailed in Chapter 7). Similadyditory-visual stimulus ratings
showed no difference as a function of the intevactietting for either narrow focus
or echoic question items. This finding implies thatceivers may be more attuned to
detecting auditory-based cues for prosody tharalisaoes (see Srinivasan &

Massaro, 2003, for a similar argument).

11.3.2.Perceptual Effects of Seeing the Talker
As mentioned above, Chapter 9 also presented stimwisual only and auditory
visual conditions for subjective rating. Given tkia¢ prior experiments had shown
that perceivers were sensitive to visual prosodrcetates, it was expected that
differences in ratings would be observed betweeadand narrow focus, and
between statements and echoic question renditiotieirespective rating tasks.
Furthermore, given that a proposed function of aigwosody is that it reinforces the
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overall salience of prosodic content (Flecha-Gad.0; Swerts & Krahmer, 2010),
the ratings were compared between auditory alorg,(¥ideo only (VO) and
auditory visual (AV) presentation conditions toatetine if any AV effect was
apparent.

The rating data indeed showed that perceivers sansitive to the visual
correlates of prosody, with narrow focus renditibesng rated as possessing a
stronger degree of emphasis than broad focusednities, and echoic questions
being rated as more question-like on the statemeestion continuum, in both the
VO and AV modalities. However, there was no evideotan AV effect, with the
ratings in the AV task showing no difference in g@amson to the AA task for any
of the prosodic conditions (the implications ofstbutcome are considered in

Section 11.4).

11.3.3.Movement Requirements for Perceiving Prosody
The final experimental series (Chapter 10) explavaech motion cues (i.e., rigid
movements, non-rigid movements or articulatory @est) may be better for
conveying prosodic information to perceivers. Thes achieved by animating
point-light displays with the movement types eitlmeecombination or in isolation,
and presenting them to perceivers in a cross-nmdabdy matching task.

When all of the motion types were presented inlmoation, perceivers were
proficient (i.e., performed at levels greater tkhance) in matching auditory tokens
to point-light representations on the basis of pdysalone. However, the
performance levels were substantially lower tharfiopmance in the experiments
reported in Chapters 2 and 3 where restricted despgays that included textural
details were presented. This finding suggests #fidtpugh motion cues do carry
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prosodic content to some extent, textural detaithsas eye widening and skin
wrinkling, also appear to be involved.

Finally, when the movement types were presentésbiation, it appears that
articulatory movements alone provide sufficienttcastive detail (for five of the six
talkers) to determine focus, whereas rigid motioihe whole head are beneficial
(also for five from six talkers) for conveying pbknag contrasts. Collapsed across
talkers, no differences were observed across thatésl presentation conditions,
with the inclusion of a greater number of motioe ¢ypes resulting in similar levels

of cross-modal matching performance.

11.4.Potential Communicative Functions of Visual Prosody

Throughout the thesis, several proposals wereqptlt &s to the possible
communicative functions that visual prosody maysethese functions can be
broadly grouped into two categories: talker-ceninovhich the perceptual benefits
are “epiphenomenal’ (as they occur as consequdresenme other process), and
perceiver-centric, where the visual movementsaentionally produced to provide
some benefit to those viewing them.

The first of the talker-centric functions propogkdt visual prosody is
merely an uncontrolled by-product of speech prada¢ibccurring as a consequence
of articulatory processes (out of muscular synergiher than being intentionally
produced by the talker. For this hypothesis toumpsrted, one would expect that
the relationship between auditory and visual progemvould be reasonably
consistent across utterances, and that every @ermarof an auditory prosodic
marker would be accompanied by a correspondingalisue. Similar to the results
of Cavé et al. (1996), Guaitella et al. (2009) #edia et al. (1998), this was not

306



Chapter 11: Summary and Conclusions

found to be the case. The correlations betweeritiual parameters and auditory
properties were inconsistent, varying in strengttoss utterances and prosodic
conditions. Furthermore, not every occurrence cduadlitory marker of prosody was
accompanied by a visual correlate, and when theépdiur, the timing of such
movements varied substantially. Overall, theseltesuggest that talkers do have
some control over the production of visual prosadioelates.

An alternate view to the muscular synergy prop¢aéhough one still
centred on the talker) is that visual prosody seevpurpose for the talker
themselves, i.e., it assists in the conceptuatisaif the spoken message by
facilitating access to the mental representatioprosody. This proposal is based in
the literature on the production of manual gestdiggng speech production that
have suggested such movements are often produspdedthe fact that they are not
visible to an interlocutor (e.g., when talking die telephone, Bavelas et al., 2008).

The main support for such a proposal was the fondirthe visual analysis
(Chapter 7) that non-articulatory visual prosodies, such as rigid head movements
and eyebrow raises, although not involved in shpie speech signal per se, were
still produced despite the fact that they couldbmseen by an interlocutor (i.e., in
the AO interactive setting). Similarly, when examgnthe co-occurrence of auditory
and visual prosodic markers and their temporatiogiahip (Chapter 8), no
differences in the number of movements, or thergwf such gestures, were
observed across the interactive settings. Howeweh a proposal should not be
considered an exclusive account for the occurrehed types of visual prosody, as

some movements (e.g., rigid head movements) wédraneed to a greater extent in
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the FTF setting when they were able to be seenhé&iinvestigation is still required
to explore this proposal.

Regardless of whether or not visual prosody islpced by the talker for
themselves, perceivers are sensitive to its occoeréas demonstrated in the
perceptual rating, within-modal matching and crossdal matching tasks). Two
possibilities were considered for how visual prosothy benefit perceivers: the first
was that visual cues may enhance the overall s&ieha prosodic contrast due to
both occurring at the same time (i.e., alignmemqdtlyesis; Flecha-Garcia, 2010;
Krahmer & Swerts, 2010). The second possibility W& visual cues act as a
signalling mechanism, to indicate that importafbimation (i.e., a prosodically
marked constituent) is about to occur in the augistream (with visual cues
preceding the auditory ones).

These two proposals were initially explored by exang the timing of non-
articulatory visual cues in relation to auditorpgodic markers. While eyebrow
movements consistently preceded the onset of theogrcally marked constituent in
the auditory signal (lending support to the signglhypothesis), the rigid pitch
rotation movements varied across prosodic contexts,such movements being
aligned with the auditory prosodic markers for narfocus tokens, but preceding
the critical word in echoic question renditions.vwéwer, further evaluation using
perceptual rating tasks showed no AV effect. Thatlespite the occurrence of both
auditory and visual prosodic cues in AV presentetjdghe overall ratings of narrow
focus and echoic questions showed no increase wdrapared to presentations of

only auditory information alone, lending furthempgort to the signalling hypothesis.
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It should be noted that none of these proposald beexclusive accounts.
Given the variable spatial and temporal relationg@tween auditory and visual
signals, the function of visual cues may vary agngtgerances. That is, in some cases
the auditory prosodic marker may be weak and bepemsated for with a visual
marker, whereas other tokens may be produced with & strong auditory contrast
that the talker does not need to produce a paatigusalient visual marker.
Furthermore, although the timing of these cues th@en used as a way of
disentangling their perceptual functions, humarcgeers are able to tolerate
asynchrony between auditory and visual speech Isigftat perceptual integration)
in the range of -30ms (i.e., auditory signal precgdhe visual one) to +170ms
(Conrey & Pisoni, 2006; Dixon & Spitz, 1980; van ¥8anhove, Grant & Poeppel,
2007). Thus, perceivers’ tolerance for asynchrogtyvben auditory and visual
prosodic signals still remains to be examineds Hlso important to bear in mind that
the acts of speech production and perception drleotical tasks, so the link
between them may not be all that tight: speechymiooh is a collective task
involving the coordinated movement of many différanatomical structures (a large
portion of which is planned, Dogil, Ackerman, Grodtthider, Kamp, Mayer,
Riecker & Wildgruber, 2002; Tseng, Pin, Lee, Wan@&en, 2005) in order to
generate a communicative signal, whereas percejstioterested first in the
decomposition of the signal, followed by selectidrthose features deemed to be

relevant by the perceiver (both processes of warehmodulated by attention).

11.5.Limitations and Future Directions
Before concluding, it is important to consider lingitations of the current research
program, and possibilities for future work in threaof auditory-visual speech
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prosody. Firstly, the use of the 2AFC prosody miaighasks may provide a
generous estimate of perceivers’ ability to usealiprosodic information, with the
presentation of minimal pairs making key differenogore salient and potentially
shaping correct responding. An alternative couldiobése an identification task that
requires perceivers to determine the word witheutterance that received a
prosodic marker in unimodal and bimodal contextsictv may better reflect their
ability to relate visual events to auditory prosodiles (rather than a reliance on low-
level differences between stimulus pairs such aslate duration).

A similar identification paradigm could be useduaher explore the
tolerance for the timing between auditory and Vigwasodic cues, by temporally
displacing the visual cue onsets relative to the sif the critical word, and pairing
such visual markers with broad focused auditorgitens (as used by Swerts &
Krahmer, 2008). Given that the point-light repréagans of talkers’ visual speech
movements can convey suprasegmental informatiath gva evidence of floor or
ceiling effects in the cross-modal matching taskyh stimuli provide a suitable
platform to conduct further experiments that inigege the perceptual consequences
of manipulating the spatial and temporal propemiegsual cues to prosody.

In the current study, the use of a highly consgdidialogue task allowed for
ease of comparison between talkers, interactitangsetand prosodic conditions, but
may have come at the cost of more natural interadtehaviours (e.g., eye gaze,
speech disfluencies and self-corrections). By emttifree dialogue tasks such as
those used by Fitzpatrick et al. (2011) generaterabinteractive behaviours, but
require substantially more processing post-recgrtbndentify comparable tokens,

with no guarantee that the targeted contrastsheijproduced consistently across all
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talkers or speech conditions. Thus, the use of i matural (yet semi-structured)
language task for eliciting the prosodic contrasisuld also be considered, e.g., an
error correction task with less predictability,tbe use of the “wizard of 0z” style
paradigm (Bulyko, Kirchhoff, Ostendorf & Goldbe2)05; Burnham, Joeffry &
Rice, 2010; Jefferson, 1974; Oviatt, Levow, More€®oMacEachern, 1998).

The recording of the corpus involved the use oetive marker system
(OPTOTRAK), with small optical markers placed ditgon the head and face of
the talker. While these systems provide highly eateumeasurements, the presence
of markers may interfere with natural speech pradaoqPopat, Richmond,
Benedikt, Marshall & Rosin, 2009; Stone, 1997) eftfiate motion capture
techniques could be considered for recording furtlaga, particularly those that
involve no markers (i.e., so-called “texture” basgdtems), such as the 4D Capture
System (3dMD, as used by Popat, Henley, RichmoedgeBikt, Marshall & Rosin,
2010; Popat, Richmond, Marshall & Rosin, 2011) @WA's Contour Reality
Capture.

The analysis of the recorded motions could alsagpEoached in an alternate
way. While the area under curve approach (Doheh ,2009) indicates the spatial
properties of the visual correlates to prosody témeporal aspects cannot be
accurately determined. One possibility is to usefional Analysis of Variance
(FANOVA). In essence, the fANOVA procedure involveseries of one-way
ANOVAs conducted at multiple time points, wiavalues represented graphically
as a function of time (Cuevas, Febrero & Fraim#&94). This approach has
previously been used in speech contexts to conlipangovements and acceleration

for multiple productions of four vowels in /bVb/I@ble contexts (Ramsay,
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Munhall, Gracco & Ostry, 1996), and allows the itifeation not only of where
differences in the visual signal occur, but alsewkhey occur. However, fANOVA
is based on token repetition, and thus when segheautiation is not of interest, a
large number of analyses would be required (iree, get of analyses per sentence,
where each set contains a separate analysis pergai component). Alternately,
recording a smaller corpus of sentences but wgteater number of repetitions, or
the use of reiterant speech (i.e., speech withhyigam, intensity anéO properties
of normal speech but with all segmental contenfiaiga with simple CV syllables
such as /ba/), could be used to overcome the targwer of utterances required to

examine the timing of visual prosody.

11.6.Summary

In sum, in addition to recording a multi-talker pos of audiovisual speech prosody

productions, this thesis has shown that:

1. Talkers produce linguistic prosodic contrasts,(f@us and phrasing) with
both auditory and visual correlates, which areritisted across face areas.

2. Perceivers are sensitive to both the auditory asubl prosodic correlates,
regardless of the face area which they occur in.

3. Despite variability in the realisation of prosody@ss talkers, perceivers
tolerate signal-level difference by determining timelerlying prosodic type.

4. The nature of the relationship between auditory\asdal modalities is
highly variable and likely non-linear.

5. Prosody can be conveyed by point-light represetatof the talkers head

and face movements despite lacking textural details
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Narrow focus is better conveyed by lower face alétory movements, such
as lip and jaw opening and protrusions.

Movement of the upper face and overall rigid headiom provides more
beneficial information for determining an utterasi@irasal nature.

The availability of multiple visual cues to prosodiyes not generate a
stronger overall percept of prosody, but ratheegigerceivers more choice

as to what they can attend to.
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Appendix A. IEEE Stimulus Sentence Properties

Table A.1. IEEE stimulus sentences and associatgmepies. The critical constituent is

indicated in italics.

H* =  Number of Syllables
(D] 8 S
= c * o
G Segmental Content € 8 O = = . T =
= g> 2 8 8 58 T
% 3 o g E E DCE 2 ©
= 0 O o F
It is a band o$teelthree inches wide L’L 9 5 1 4 10
The pipe ran almost thengthof the L'L 9 6 1 3 10

ditch

3 It was hidden from sight byraassof L/'L 12 8 1 4 13
leaves and shrubs

4  The weight of thpackagewvas seenon L/E 11 4 2 6 12
the high scale

5 Wake and rise, arstepinto the green L/E 9 4 1 6 11

outdoors
6 The green light in thierown box SIL 8 5 1 3 9
flickered
The brassubecircled the high wall SIE 7 2 1 5 8
8 The lobes of her ears weprcedto L'L 10 6 2 3 11
hold rings
9 Hold thehammemear the end todrive L/E 10 2 2 7 11
the nalil
10 NextSundayis the twelfth of the month L/E 8 1 2 7 10
11 The poor boy missed theatagain SIL 7 6 1 2 9
12 The big recpplefell to the ground SIE 8 3 2 4 9
13 Apinkshell was found onthe sandy L/E 9 1 1 8 10
beach
14 The sheep were lémbmeby a dog SIL 8 4 1 3 8
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H* o £  Number of Syllables

S E% 3

g Segmental Content g o g o E E - S B

& 5T ge55a5F

15 Feed the whitmmousesome flower SIE 7 3 1 4 8
seeds

16 Bothbrotherswear the same size SIE 6 2 4

17 Twoblue fish swam in the tank SIE 7 1

18 Nine rows ofkoldiersstood in a line SIE 8 3 4 9

19 Soap can waghostdirt away SIL 6 3 1 3 7

20 Clams are roungmall soft and tasty SIE 7 3 1 4 8

21 We talked of theideshown the circus L/L 8 4 2 4 10

22 Use gencilto write the first draft SIE 8 2 5 9

23 He ran half way to theardwarestore SIL 7 6 2 1 9

24  The clock struck to mark thieird L'L 8 6 1 3 10
period

25 Asmallcreek cut across the field SIE 7 1 7

26 Cars antbussestalled in snow drifts SIE 7 2 2 4 8

27 The set of china hit tHeor with a L/L 10 7 1 3 11
crash

28 This is a grandeasorfor hikesonthe L/E 10 4 2 5 11
road

29 Thedunerose from the edge of the LIE 9 1 1 8 10
water

30 Those words were the cue for Hetor L/L 10 7 2 2 1

to leave

* S/E = Short Utterance, Early Critical Constituent
S/L = Short Utterance, Late Critical Constituent

L/E = Long Utterance, Early Critical Constituent

L/L = Long Utterance, Late Critical Constituent
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Appendix B. Auditory Visual Speech Prosody Corpus

B.1. Corpus Instructions and File Naming Convention

The Auditory Visual Speech Prosody Corpus (AVSP&ijtains a total of 2160
tokens, comprised of 30 sentences (Appendix A)rcabin three prosodic
conditions (broad focus, narrow focus, echoic qaayacross two interactive
conditions (face-to-face, auditory only) by sixkels, with two repetitions of each
item.

For each token, several different files are predigalong with software that
can be used for playback). The auditory files (Appe B.2) for each token,
normalised to a peak intensity of approximatelyd&5 are provided in .wav format
and can be played back in VLC Media Player or Pra corresponding phonemic
transcription files (Appendix B.3) are provided.irextGrid format, and can be
viewed in Praat independently, or in conjunctiotivthe auditory file.

The shape normalised motion capture data hasgregited in two different
formats. The raw motion capture data (Appendix Bs4rovided in .n3d format,
and can be played back by dragging and droppingdkeed file into the
OptoViewer program (optoviewer.exe). This progrdioves for changes to be made
to the viewpoint of the motion capture data in éademensions by zooming and
rotating the talkers face using mouse and keybaamthtands (a readme file is
included with the program). Alternatively, the nasticapture files have been
converted to point-light displays in .avi formatgendix B.5), and can be played

back using VLC Media Player.
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Appendix B: Auditory Visual Speech Prosody Corpus

Finally, the processed version of each utteraneg processed with guided
principal components analysis and reprojecteddntoponent space) is included as
Appendix B.8in .avi format. These files containtbtie auditory track and
augmented point-light video display, along with Becontour and principal
component amplitude curves over time. The segméeotahdaries (i.e., pre-critical,
critical and post-critical) have also been includgdte that to minimise the total file
size of the corpus, these recordings have beenressgd using the Cinepak Codec
and down-sampled to 30 fps (from the original 6§)fp

The files share a structured naming conventiorsisting of a five digit
number (ABCDE), followed by the file type. The namiconvention is outlined in
Table B.1. For example, the filename 52101.wavesponds to the auditory token
of Talker 5 producing the first repetition of samte 10 in the narrow focused

prosodic condition in the FTF interactive setting.
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Appendix B: Auditory Visual Speech Prosody Corpus

Table B.1. File naming convention for the filedhie Auditory Visual Speech Prosody

Corpus
Filename Corresponding
Position Property Values
A Talker 1 Talker 1 (MB)
2 Talker 2 (MS)
3 Talker 3 (WC)
4 Talker 4 (RR)
5 Talker 5 (EC)
6 Talker 6 (TP)
B Prosodic Condition 1 Broad Focus, FTF Setting
and Interactive Setting 2 Narrow Focus, FTF Setting
3 Echoic Question, FTF Setting
4 Broad Focus, AO Setting
5 Narrow Focus, AO Setting
6 Echoic Question, AO Setting
CD Sentence 00-30 See Appendix A
E Repetition 1 First Repetition
2 Second Repetition
filetype  File Type .wav Auditory Wave File

.TextGrid Transcription File
.n3d 3D Motion Capture File
.avi Audio Video Interleaved File

Jjpeg Image File
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