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This study investigates the hypothesis that speakers make active use of the visual modality in pro-

duction to improve their speech intelligibility in noisy conditions. Six native speakers of Canadian

French produced speech in quiet conditions and in 85 dB of babble noise, in three situations: inter-

acting face-to-face with the experimenter (AV), using the auditory modality only (AO), or reading

aloud (NI, no interaction). The audio signal was recorded with the three-dimensional movements of

their lips and tongue, using electromagnetic articulography. All the speakers reacted similarly to

the presence vs absence of communicative interaction, showing significant speech modifications

with noise exposure in both interactive and non-interactive conditions, not only for parameters

directly related to voice intensity or for lip movements (very visible) but also for tongue movements

(less visible); greater adaptation was observed in interactive conditions, though. However, speakers

reacted differently to the availability or unavailability of visual information: only four speakers

enhanced their visible articulatory movements more in the AV condition. These results support the

idea that the Lombard effect is at least partly a listener-oriented adaptation. However, to clarify

their speech in noisy conditions, only some speakers appear to make active use of the visual modal-

ity. VC 2018 Acoustical Society of America. https://doi.org/10.1121/1.5051321

[LK] Pages: 1059–1074

I. INTRODUCTION

It is now well known that seeing speech improves its

perception (Dodd, 1977; Summerfield, 1992), especially

when speech is perturbed in the acoustic domain, for exam-

ple, for hearing-impaired individuals (Auer and Bernstein,

2007; Bernstein et al., 2000; Conrad, 1977), for foreign

listeners (Davis and Kim, 2001; Reisberg et al., 1987), or

when communicating in a noisy background (Bernstein

et al., 2004; Erber, 1975; MacLeod and Summerfield, 1987;

Robert-Ribes et al., 1998; Sumby and Pollack, 1954).

However, how the visual modality is exploited in speech

production, and whether speakers can make active1 use of

the visual channel (consciously or not) to improve their intel-

ligibility, remain open questions. Noisy environments are

typical situations in which speakers may adopt visual strate-

gies. Such strategies not only make use of an alternative

channel of transmission to compensate for the degraded

intelligibility in the acoustic domain but could also enable

speakers to limit their increase in vocal effort and prevent

vocal damage. In this study, we explore whether speakers

adapt the production of visible segmental cues to the avail-

able channels of interaction with a speech partner (auditory

channel only vs both auditory and visual channels).

So far, many studies have shown that speakers adapt at

least acoustically to noisy situations by talking louder and at

a higher pitch (Castellanos et al., 1996; Junqua, 1993; Van

Summers et al., 1988). Speech produced in noisy surround-

ings, also called “Lombard” speech, is characterized by

higher first-formant (F1) frequencies of vowels, boosted

energy above 2 kHz and increased vowel/consonant ratio in

both vocal intensity and duration (Castellanos et al., 1996;

Garnier and Henrich, 2014; Junqua, 1993; Stanton et al.,
1988; Van Summers et al., 1988). More recent studies have

explored how these acoustic modifications affect segmental

distinctiveness (Cooke and Lu, 2010; Garnier, 2008; Hazan

et al., 2012; Kim and Davis, 2014; Mixdorff et al., 2007;

Perkell et al., 2007) and prosodic markers (Garnier et al.,
2006b; Patel and Schell, 2008; Welby, 2006).

All these acoustic modifications can be interpreted (1)

as the consequences of automatic regulation of vocal inten-

sity from the attenuated auditory feedback that a speaker

gets from his/her own voice (Egan, 1972; Lombard, 1911;

Tonkinson, 1994) and/or (2) as the expression of a listener-

oriented adaptation that aims to maintain an acceptable level

of speech intelligibility in the acoustic domain (Junqua

et al., 1999; Lane and Tranel, 1971).

Regardless of whether or not these acoustic modifica-

tions are produced actively in order to improve communica-

tion, perceptual tests have confirmed their positive influence

on speech intelligibility in the auditory domain, for words

and sentences (Chung et al., 2005; Dreher and O’Neill,

1957; Lu and Cooke, 2008; Pittman and Wiley, 2001; Van
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Summers et al., 1988), and more specifically, for vowels and

voiced consonants (Junqua, 1993).

Fewer studies have shown that speakers also adapt to

noisy situations by hyper-articulating speech: they not only

increase the amplitude and speed of jaw, lip, and tongue

movements (Alexanderson and Beskow, 2014; Fitzpatrick

et al., 2015; Garnier, 2008; Garnier et al., 2006a; Kim et al.,
2005; �Simko et al., 2016; Turner et al., 2016) but also

enhance articulatory contrasts between vowel categories

(Garnier, 2008).

Articulatory movements are, of course, closely related

to acoustic results (Lindblom and Sundberg, 1971).

However, jaw and lip movements are very visible to a

speech partner in a face-to-face interaction, whereas tongue,

velum and larynx movements are not visible, or only par-

tially and indirectly visible (Jiang et al., 2002; Yehia et al.,
1998). Consequently, modifications of these barely visible

movements can mainly be considered as the gestural bases

for speech modifications in the acoustic domain, whereas

amplified movements of the jaw and the lips may also reflect

a listener-oriented strategy to improve speech intelligibility

in the visual domain.

In any case, regardless of whether or not these visible

cues are actively enhanced, perceptual tests have shown that

they contribute to increased audiovisual (AV) intelligibility

of Lombard speech compared to conversational speech pro-

duced in quiet conditions (Alexanderson and Beskow, 2014;

Vatikiotis-Bateson et al., 2007). In most cases, that increased

AV intelligibility resulted from the benefit of a change from

auditory-only (AO) to AV (i.e., AV-AO) in Lombard speech

compared with conversational speech (three talkers of Davis

et al., 2006; Kim et al., 2011; hard listening condition of

Vatikiotis-Bateson et al., 2007). In other cases, however, the

AV intelligibility of Lombard speech was so high that the

benefit (compared to AO) was smaller in Lombard speech

than in conversational speech (one talker of Davis et al.,
2006; Alexanderson and Beskow, 2014; easy listening condi-

tion of Vatikiotis-Bateson et al., 2007).

These findings raise the question of whether the hyper-

articulated speech observed in noisy environments is:

• (Hyp1) simply related to the automatic regulation of vocal

intensity due to masked auditory feedback or
• the expression of a listener-oriented adaptation that aims

to

(Hyp2) improve speech intelligibility in the auditory

domain only (with fortunate but involuntary consequences

in the visual domain) or

(Hyp3) improve speech intelligibility in both the auditory

and visual domains.

In support of Hyp1, many studies have observed a

Lombard effect [i.e., vocal adaptation to noise exposure

(NE)] in young children (Siegel et al., 1976) and animals

(Manabe et al., 1998; Sinnott et al., 1975), as well as in non-

interactive (NI) communication situations (Egan, 1972;

Lombard, 1911). Even when they are aware of the phenome-

non, adult speakers do not seem to be able to inhibit it

entirely (Pick et al., 1989). Furthermore, many characteristics

of Lombard speech are similar to loud or shouted speech: in

particular, greater sound pressure level and higher fundamen-

tal frequency, flatter spectral tilt and higher F1 frequencies

(Bond and Moore, 1990; Huber et al., 1999; Lienard and Di

Benedetto, 1999; Rostolland, 1982a, 1982b), but also greater

amplitude and speed of jaw and lip movements (Geumann,

2001; Huber and Chandrasekaran, 2006; Schulman, 1989;

Tasko and McClean, 2004). Only a few studies found these

acoustic modifications to improve certain phonological con-

trasts, such as the F1 of vowels (Garnier, 2008; Junqua,

1993), the F0 of stop consonants (Hazan et al., 2012), within-

category dispersion (Cooke and Lu, 2010) or global vowel

distinctiveness (Mixdorff et al., 2007). Most of the studies,

however, did not observe significant variations in between-

category dispersion (Cooke and Lu, 2010; Kim and Davis,

2014) or within-category dispersion (Kim and Davis, 2014).

Some of them even reported some reduced phonological

contrasts (e.g., in the F2 of vowels, the voice onset time of

stop consonants, the spectral mean of fricatives) and a more

compact vowel space in Lombard speech (Bond et al., 1989;

Garnier, 2008; Hazan et al., 2012; Perkell et al., 2007).

Furthermore, the type of noise was found to influence this

vocal adaptation, but that influence was mainly quantitative,

rather than qualitative. And the extent of vocal adaptation

appears to be primarily related to the perceived loudness of the

background noise rather than to the degree of energetic mask-

ing that the background noise exerts on speech (Cooke and Lu,

2010; Garnier and Henrich, 2014; Lu and Cooke, 2009).

In support of Hyp2 and Hyp3, however, some studies

have shown that, although vocal adaptation is observed in NI

communication situations, it is significantly greater in inter-

active situations (Amazi and Garber, 1982; Cooke and Lu,

2010; Garnier et al., 2010). Several studies also showed that,

even though Lombard speech shares many features with

loud or shouted speech, it is also characterized by additional

speech modifications that may not be directly related to the

increase in vocal intensity, such as amplified lip closure,

spreading and protrusion movements (Garnier, 2008; Turner

et al., 2016), enhanced frequency and amplitude modulation

(Bosker and Cooke, 2018; Garnier and Henrich, 2014), and

some enhanced contrasts (at the segmental, prosodic or prag-

matic level) (Arciuli et al., 2014; Be�nu�s et al., 2015;

Garnier, 2008; Garnier et al., 2006b; Hazan et al., 2012;

Patel and Schell, 2008; Vainio et al., 2012; Welby, 2006).

Although most studies did not show a significant improve-

ment in global between-category dispersion in Lombard

speech, they did agree that formants tend to be produced

more consistently in noise (i.e., with reduced within-

category dispersion) (Cooke and Lu, 2010; Kim and Davis,

2014), which may contribute to improved vowel categoriza-

tion. Furthermore, although speakers’ primary strategy when

coping with different noise types seems to consist of modu-

lating their vocal intensity, more subtle and secondary

speech modifications that are specifically adapted to the

noise type and that enhance acoustic contrasts between

speech and background noise were still observed, in addition

to and when compatible with the primary shouting strategy

(Garnier and Henrich, 2014). Finally, some of the speech

modifications observed in Lombard speech, particularly

hyper-articulation, are also observed in other kinds of clear
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speech that are not specifically loud (infant-directed speech,

foreigner-directed speech, hyper-visual speech, etc.)

(DePaulo and Coleman, 1986; Freed, 1981; Green et al.,
2010). In these situations, such modifications are interpreted

as communicative strategies to improve speech intelligibility

in both auditory and visual domains. Consequently, it is rea-

sonable to assume that this may be the case for Lombard

speech too.

Several observations support Hyp3, i.e. the existence

of communicative strategies that speakers may adopt to

deliberately improve their intelligibility in the visual

domain. In a study of eight participants, Fitzpatrick et al.
(2015) reported that speakers opened their lips more when

communicating in noise with a speech partner who could see

them than when the partner could only hear them.

Perceptually, the AV benefit for vowel identification was

significantly greater for stimuli produced in face-to-face

interaction than in an auditory interaction only condition.

Another study showed that speakers adapted to the condi-

tions of interaction by reducing speech overlap with their

speech partner when the visual modality was not available,

and especially when this interaction occurred in a noisy envi-

ronment (Aubanel et al., 2012). In mouthing, where the audi-

tory modality is not available, speakers were shown to

enhance lip protrusion (LP) compared to when vocalizing

the same syllables (Bicevskis et al., 2016), whereas their

tongue movements were rather attenuated or unaffected by

the act of mouthing. Finally, when comparing contrastive

focus and clear speech produced by blind and sighted people,

M�enard et al. (2014) and M�enard et al. (2016) observed sim-

ilar F0, intensity, and acoustic contrast between vowels for

both categories of speakers but significantly different strate-

gies at the articulatory level, with greater lip contrasts for

sighted people and, on the contrary, greater tongue contrasts

for blind people.

On the other hand, certain observations cast doubt on

the idea that speakers, or at least some speakers, are able to

adapt to the available modalities of interaction. Thus,

although Aubanel et al. (2012) observed that speakers

reduced the speech overlap with their speech partner when

the visual modality was not available, they did not find any

other significant adaptation in their speaking style at the

acoustic level (F0, intensity; F1, speech rate). Furthermore,

the single speaker in our preliminary study (Garnier et al.,
2012) and the 14 speakers in the sample of Hazan and Kim

(2013) did not show a general and significant tendency

toward a greater enhancement of their visible lip gestures

with NE when their speech partner could see them. On the

contrary, the single speaker in the study of Garnier et al.
(2012) demonstrated amplified articulatory movements

when his speech partner could only hear him. The individual

data in the study of Hazan and Kim (2013) also suggest that

the small and non-significant effects observed at the group

level may actually hide inter-individual differences in the

communicative strategies used by speakers to clarify speech.

This study is intended to expand on the answers to these

questions and test Hyp1, Hyp2, and Hyp3, by examining the

following questions:

Q1. Are speech modifications induced by NE—particularly

hyper-articulation—greater in interactive conditions,

and are some of them even observed only in interactive

conditions?

Q2. Are these speech modifications related only to the

increase in vocal effort, or are there other speech modi-

fications that cannot be directly related to voice

intensity?

Q3. Does hyper-articulation affect only visible movements

or all articulatory gestures?

Q4. Are visible movements more enhanced in noisy situa-

tions when the speaker can be seen by a speech partner?

Q5. Do speakers increase their vocal effort less in noisy sit-

uations when both audible and visible information are

available (AV), compared to when they can only be

heard by a speech partner (AO)?

Q6. Are barely visible movements comparably enhanced in

noisy situations when the speaker can be seen vs only

heard by a speech partner?

To that end, precise articulatory measurements of both

lip and tongue movements were made, using electromagnetic

articulography, as subjects produced speech in quiet sur-

roundings and in the presence of babble noise, in three

speech production conditions: a non-interactive condition

(NI), a face-to-face interaction condition (AV), and an

auditory-only interaction condition (AO). The results are dis-

cussed in light of our initial questions and hypotheses.

II. MATERIALS AND METHODS

A. Participants

Six native speakers of Canadian French (labeled S1 to

S6) participated in the study. All of them were males, aged

22 to 45 years old. None of them reported any hearing or

visual impairment. None of them were experts or students in

phonetics or psychology, so we considered them as naive

participants. They were only informed that they would

undertake a speech production experiment. All participants

gave written, informed consent in accordance with the insti-

tutional review board at Universit�e du Qu�ebec �a Montr�eal

(UQAM) that approved this research project.

B. Speech material

The corpus consisted of ten repetitions of seven loga-

tomes (/pap/, /pip/, /pup/, /pep/, /map/, /tap/, /nap/) that were

embedded in the carrier sentence Le mot __ me plaı̂t (“I like

the word __”). The production order of the 70 sentences was

chosen freely by the participant. Thus, the experimenter

could not predict the target word and the participant really

needed to adjust his intelligibility level to be understood.

C. Experimental procedure

Participants were recorded while speaking in six condi-

tions: in a quiet environment vs in cocktail-party noise, in

three communicative situations:

– NI condition: The speaker read the sentences aloud.
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– AV condition: The speaker addressed his sentences to the

experimenter, who was standing at a writing board placed

2 m in front of him. The two partners were facing each

other. The experimenter interacted with the participant by

writing down the items on the writing board. For about

5% of the utterances, the experimenter asked the partici-

pant to repeat because she had not understood the utter-

ance or because she pretended not to have understood.

Only the first occurrence of the utterance was analyzed.

The experimenter (author M.G., female), of the opposite

gender and unknown to the male participants, was the

same partner for each of them, to minimize convergence

effects and variations in interaction dynamics.

– AO condition: The experimenter was standing in the same

place as in the AV condition and interacted similarly with

the participant, except that this time, she faced the writing

board and turned her back on the participant.

The participants experienced these six conditions in the

same order: they began with the reading task (NI), first in

noise, then in quiet. Then they experienced the most natural

face-to-face condition (AV) (again, first in noise and then in

quiet). They ended with the less natural AO condition.

The recordings were made in a sound-treated booth at

the phonetics laboratory at UQAM. In the noisy conditions,

noise was played over loudspeakers (Yamaha MSP7 Studio),

located 1.5 m from the seated participant, in each lateral

direction and at the level of his ears. The noise level was cal-

ibrated at 85 dBC at the participant’s ears, using a digital

sonometer (Scosche SPL1000). The cocktail-party noise

came from the BD_Bruit database (Zeiliger et al., 1994) and

was composed of unintelligible mixed voices.

D. Measurements

The audio signal was recorded with a microphone

(Shure SM58) placed 10 cm away from the speaker’s lips,

then digitized at a rate of 16 kHz. Noise was removed from

the acoustic signal using a noise-canceling method proposed

by Ternstr€om et al. (2002) and used in previous studies of

Lombard speech (Garnier and Henrich, 2014; Garnier et al.,
2010; Sodersten et al., 2005).

The 3D movements of the lips, jaw and tongue were

recorded synchronously with the audio signal, using 3D elec-

tromagnetic articulography (Carstens AG 500), at a rate of

200 Hz. The experimental setup was similar to the one used

by M�enard et al. (2016). Four reference coils were placed

behind each ear (coils 1 and 2 in Fig. 1) and just above the

two upper incisors (coils 3 and 4 in Fig. 1). One coil was

placed just under the lower incisors in order to examine jaw

movements (coil 5 in Fig. 1). Four other coils were placed

on the external contour of the lips (coils 6, 7, 8, and 9 in Fig.

1). The last three coils were placed on the central line of the

tongue, approximately 1.5 (coil 10 in Fig. 1), 2.5 (coil 11 in

Fig. 1), and 3.5 cm (coil 12 in Fig. 1) away from the tip of

the tongue. These three points were chosen to examine the

movement of, respectively, the tip (T), the body (B) and the

root (R) of the tongue.

E. Data post-processing

First, the 3D coordinates of the coils were transformed

so they could be considered in the fixed reference frame of

the participant’s head, in order to interpret their displace-

ment in terms of articulatory movements. The origin of this

head frame was defined as the middle point between left and

right ears (from the reference coils attached behind each ear:

coils 1 and 2 in Fig. 1). The y-axis of this head frame was

defined as the straight line passing through both ears. The x-

y axial plane, corresponding to the fixed plane of the upper

jaw, was defined from the two ear coils and from the middle

point between the two reference coils glued above the upper

incisors (coils 3 and 4 in Fig. 1). Consequently, these three

points have a null z-coordinate.

A second coordinate transformation was then applied to

the three coils attached to the tongue, in order to interpret

their displacement relative to the lower jaw movements.

These three coils were found to move almost in a plane.

However, that plane did not correspond exactly to the x-z

plane of the head frame. For each participant, we determined

the actual sagittal plane of tongue displacement by conduct-

ing a principal component analysis of the displacement of

the three tongue coils throughout the experiment (i.e., from

at least 420 sentences). The 3D coordinates of these tongue

coils were then converted into 2D by projection to this sagit-

tal frame.

Using these 2D coordinates, we followed the JOANA

method proposed by Henriques and van Lieshout (2013) to

consider tongue movements relative to those of the lower

jaw. This method relies on three reference coils: again, the

two coils attached to the right and left ears (coils 1 and 2 in

Fig. 1) and the coil attached to the middle of the lower inci-

sors (coil 5 in Fig. 1), in order to estimate a frame of refer-

ence for the lower jaw and calculate, for each time step, the

rotation angle between this lower jaw plane and the upper

jaw plane, corresponding to the horizontal x-y plane of our

previous reference head frame. Based on this time-varying

angle, the 2D coordinates of the tongue movements in the

actual sagittal frame could then be transformed, applying a

rotation matrix, and expressed in the lower jaw frame.

FIG. 1. (Color online) Position of the 12 coils used to track lip and tongue

movements in 3D, using electromagnetic articulography (coils 1 and 2: ref-

erence on the left and right mastoids; coils 3 and 4: reference on the upper

incisors; coil 5: lower incisors; coils 6 and 7: vermilion border of the upper

and lower lips; coils 8 and 9: right and left lip corners; coils 10, 11, and 12:

tongue).
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F. Definition of the different time intervals

The beginning and end of each utterance were seg-

mented manually from the audio signal, using PRAAT

software. Acoustic and articulatory signals were then time-

aligned and displayed for each utterance, using a graphic

interface developed in MATLAB. This interface was used

to manually segment the approximate time interval of the

target word, from which the following elements were auto-

matically detected:

• The maximum lip aperture (LA) on the vowel /o/, which

always preceded the target word.
• The maximum LA on the central vowel of the target word

(/a/, /i/, /u/, or /E/).
• The minimum LA between these two maxima, corre-

sponding to the initial consonant of the target word (/p/,

/m/, /t/ or /n/).
• The minimum LA following the second maximum, corre-

sponding to the final consonant of the target word (always

/p/).

The syllable duration was defined as the time interval

between the two LA minima preceding and following the

target vowel.

G. Extraction of acoustic and articulatory descriptors

1. Acoustic descriptors

The mean intensity (SPL), mean fundamental frequency

(F0), and mean frequency of the first two formants (F1, F2)

were measured using PRAAT software, from the central 50 ms

interval surrounding the voice intensity peak of each syllable

(corresponding roughly to the time of maximum LA on the

target vowel), using an autocorrelation method for F0 esti-

mation and Burg’s LPC algorithm for formant tracking. The

standard deviations of F1 and F2 in each vowel category, /a/,

/E/, /i/, and /u/, were also calculated from the ten repetitions

of each vowel by each speaker in each condition. The aver-

age variability observed within vowel categories will be

referred to as the degree of “within-dispersion.”

2. Descriptors of vowel articulation

LA was measured as the distance between the coils on the

upper and lower lips (coils 6 and 7 in Fig. 1). Lip spreading

(LS) was measured as the distance between the coils situated at

both lip commissures (coils 8 and 9 in Fig. 1). That parameter

could not be considered for speaker S3, since one of the com-

missure coils fell off during the experiment. The protrusion of

the upper lip (LP) was measured as the distance between the

coil on the upper lip (coil 6 in Fig. 1) and the origin of the head

reference frame (i.e., the middle point between the ears: coils 1

and 2 in Fig. 1). The forward displacement of the tongue dor-

sum (TDx_jaw), was measured from the coil situated on the

tongue dorsum (coil 11 in Fig. 1) and expressed in the time-

varying sagittal frame of displacement of the lower jaw.

The maximum value of these articulatory descriptors

was measured from the peak observed on each vowel. When

no peak was observed (as was sometimes the case for tongue

movements in particular), the value of the articulatory

descriptor was measured at the time of maximum jaw aper-

ture. Similar to the vowel formants, the standard deviations

of LA, LS, LP, and TDx_jaw in each vowel category, /a/, /E/

, /i/ and /u/, were also calculated from the ten repetitions of

each vowel by each speaker in each condition.

3. Descriptors of consonant articulation

Lip compression (LC) was measured on bilabial conso-

nants as the minimum distance between the coils placed on

the upper and lower lips (coils 6 and 7 in Fig. 1).

The forward displacement of the tongue tip (TTx) on

apico-alveolar consonants was measured from the coil

located on the tongue tip (coil 10 in Fig. 1), and expressed in

the sagittal frame of the upper jaw. The maximum value of

this articulatory descriptor was measured based on the peak

observed on each consonant. When no peak was observed,

the value of the articulatory descriptor was measured at the

time of minimum jaw aperture.

Velocities of the lips and tongue tip at the occlusion release

of bilabial consonants or apico-alveolar consonants (VL, VTT)

were measured as the positive peak of the derivative signal of

LA and from the derivative signal of the 3D displacement of

the coil placed on the tongue tip (coil 10 in Fig. 1).

H. Statistical analysis

Several statistical analyses were conducted using R soft-

ware. The conventional notation was adopted to report statis-

tical results: *p< 0.05, **p< 0.01, ***p< 0.001, and NS

(not significant) p> 0.05.

An analysis of variance (ANOVA) was conducted for

each acoustic and articulatory parameter in order to

• Examine the effect of NE (two levels: quiet and noise) on

the value of these speech descriptors.
• Determine whether this speech adaptation to a noisy con-

dition depended significantly on the condition of interac-

tion (CI) [three levels: no interaction (NI), interaction in

the audio domain only (AO), interaction in both audio and

visual domains (AV)] and on the syllable (7 syllables con-

sidered for the global speech descriptors; 4 syllables /pap/,

/pEp/, /pip/, and /pup/ considered for the vowel descrip-

tors; 5 syllables /pap/, /pEp/, /pip/, /pup/, and /map/ con-

sidered for the descriptors of bilabial consonants; 2

syllables /tap/ and /nap/ considered for the descriptors of

apico-alveolar consonants).

Since we expected participants to demonstrate different

adaptation strategies to these experimental conditions, we

first conducted individual statistical analyses for each partic-

ipant. A group analysis was conducted as a second step, only

when the majority of the speakers behaved similarly and

when reporting a general tendency would be meaningful.

Individual analyses were conducted from a generalized

model of the data (using the R package lm) comprising two

fixed effects (of the NE and CI factors). Group analyses

were done from a mixed model of the data (using the R pack-

age lme), taking into account not only fixed effects (of NE

and CI) but also a random effect (of the speaker on the

intercept).
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For both individual and group analyses, we followed the

same approach (favored by experts in statistics and

explained by Bourne et al., 2016): first, we searched for the

simplest model to best explain the variance of a given

parameter, using a descending approach (function step in R),

based on minimization of the Bayesian information criterion.

Hypotheses about the model’s normality and homoscedastic-

ity were validated by looking at the residual graphs. After

examining the effects of the interaction terms remaining in

the simplified model, we tested more specific contrasts,

using the multcmp package in R and applying Bonferroni

adjustments for multiple comparisons:

• the effect of NE in each condition: NE/NI, NE/AO, NE/AV;
• the effect of communicative interaction on speech adapta-

tion in noise: NE/NI vs NE/(AO, AV);
• the effect of the modality of interaction on speech adapta-

tion in noise: NE/AV vs NE/AO.

For the acoustic and articulatory descriptors of vowel

production, we further tested:

• the inter-vowel contrast (in F1 and LA) between the close

vowels /i/ and /u/ and the open vowel /a/, its variation with

NE, communicative interaction and modality of

interaction;
• the inter-vowel contrast (in F2, LS, LP, and TDx_jaw)

between the back rounded vowel /u/ and the front

unrounded vowel /i/, its variation with NE, communica-

tive interaction and modality of interaction.

III. RESULTS

A. Effect of NE and communicative interaction

The results showed a general tendency toward increased

voice intensity (SPL), F0 frequency, F1 frequency, LA, and

syllable duration and a more forward position of the tongue

dorsum (TDx_jaw) with NE (see Fig. 2). These modifications

were significant for all the speakers in interactive conditions

(on average: DSPL¼þ13.6 dB (z¼ 103.0, p< 0.001) [Fig.

2(a)]; DF0¼þ95 Hz (z¼ 66.1, p< 0.001) [Fig. 2(b)];

DF1¼þ188 Hz (z¼ 58.9, p< 0.001) [Fig. 2(c)]; DLA

¼þ8.4 mm (z¼ 59.4, p< 0.001) [Fig. 2(d)]; DDuration

¼þ32 ms (z¼ 1.8, p< 0.001) [Fig. 2(e)]; DTDx_jaw

¼þ2.6 mm (z¼ 13.3, p< 0.001) [Fig. 2(f)]). They were

almost always smaller in the NI condition than in the interac-

tive conditions (on average: �2.5 dB for SPL (z¼ 11.1,

p< 0.0001) [Fig. 2(a)]; �55 Hz for F0 (z¼ 21.9, p< 0.0001)

[Fig. 2(b)]; �67 Hz for F1 (z¼ 12.1, p< 0.0001) [Fig. 2(c)];

�4.3 mm for LA (z¼ 17.6, p< 0.0001) [Fig. 2(d)], �17 ms for

syllable duration (z¼ 5.5, p< 0.0001) [Fig. 2(e)]; �1.7 mm for

TDx_jaw (z¼ 5.1, p< 0.001) [Fig. 2(f)]). However, they still

remained significantly non-null in the NI condition for almost

all speakers (on average: DSPL¼þ11.1 dB (z¼ 59.4,

p< 0.001) [Fig. 2(a)]; DF0¼þ40 Hz (z¼ 19.7, p< 0.001)

[Fig. 2(b)]; DF1¼þ121 Hz (z¼ 26.8, p< 0.001) [Fig. 2(c)];

DLA¼þ4.1 mm (z¼ 20.3, p< 0.001) [Fig. 2(d)]; DDuration

¼þ15 ms (z¼ 6.1, p< 0.001) [Fig. 2(e)]; DTDx_jaw

¼þ0.9 mm in NI (z¼ 3.4, p¼ 0.003) [Fig. 2(f)]).

FIG. 2. (Color online) Variation with NE in (a) sound pressure level (SPL), (b) F0 frequency, (c) F1 frequency, (d) LA, (e) syllable duration, and (f) forward

position of the tongue dorsum (TDx_jaw), observed in the NI condition and in the two interactive conditions (AO, AV) for all target words. The graphs repre-

sent the mean change observed for the whole speaker group. The error bars represent the confidence intervals estimated from the statistical model. The tables

on the side of the graph summarize the variations observed for each participant (S1 to S6) in these conditions (þ for a significant increase, � for a significant

decrease, NS for a non-significant change), as well as the difference in adaptation between interactive and NI conditions (diff).
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Mean variations in F2, LS, and LP between conditions

are presented in Fig. 3. A general tendency was observed

toward an increase in F2 with NE for all vowels. The

increase in F2 was systematic and very significant for the

back rounded vowel [u] [on average: DF2¼þ163 Hz in NI

(z¼ 17.0, p< 0.001); þ200 Hz in AO and AV (z¼ 23.9,

p< 0.001)] [Fig. 3(b)], whereas it was smaller for the other

vowels ([a], [i], and [E]) and significant only in some speak-

ers [on average: DF2¼þ37 Hz in NI (z¼ 5.2, p< 0.001);

þ74 Hz in AO and AV (z¼ 13.9, p< 0.001)] [Fig. 3(a)]. In

any case, these modifications were always similar or greater

in interactive conditions, compared to the NI condition [on

average: þ37 Hz for F2 (z¼ 4.8, p< 0.001)].

On the other hand, no universal modification of LS

and LP was observed with NE for all vowels, as for LA

and tongue displacement. Nevertheless, a common tendency

was observed across all the speakers toward increased

LS with NE and decreased LP for the vowels [a], [i], and [E]

(on average: DLS¼þ0.8 mm in NI (z¼ 3.5, p¼ 0.002)

and þ1.8 mm in AO and AV (z¼ 11.8, p< 0.001) [Fig.

3(c)]; DLP¼�0.7 mm in NI (z¼�4.7, p< 0.001) and

�1.2 mm in AO and AV (z¼ 2.7, p< 0.001) [Fig. 3(e)]),

and decreased LS for the vowel [u] (on average:

DLS¼�0.9 mm in NI (z¼�2.4, p¼ 0.06) and �2.7 mm in

AO and AV (z¼�10.5, p< 0.001) [Fig. 3(d)]). Again, these

different articulatory modifications were always similar or

greater in interactive conditions than in the NI one (on

average: þ1.0 mm for LS on [a], [i], and [E] (z¼ 3.8,

p¼ 0.0002) [Fig. 3(c)] and �1.8 mm for LS on [u]

(z¼�4.1, p< 0.001) [Fig. 3(d)]; �0.5 mm for LP on [a], [i],

and [E] (z¼�2.2, p¼ 0.005) [Fig. 3(e)]).

However, no common tendency was observed for the

variation in LP on the vowel [u] with NE: some speakers sig-

nificantly increased LP in noise (S2, S3, S4, S6), whereas

others significantly decreased it (S1, S5) [see Fig. 3(f)]. For

speakers S1, S2, and S4, these variations were significantly

influenced by the communicative interaction and always

resulted in a more accentuated protrusion of the vowel [u],

or at least a less reduced one, in the interactive conditions

than in the NI one (on average over the whole group:

þ1.1 mm, z¼ 3.3, p¼ 0.002) [Fig. 3(f)].

Figure 4 gives a general overview of the mean acoustic

and articulatory modifications observed with NE for the four

vowels [a], [E], [i], and [u] in interactive and NI conditions,

which enables the visualization of inter-vowel contrasts

between open and close vowels, and between front and back

rounded vowels. It shows that the vowel modification con-

sists in a global shift of the vowel system toward signifi-

cantly greater F1 values and slightly higher F2 values

(especially for the back rounded vowel [u]), rather than a

significant expansion of that system [Fig. 4(a)]. The acoustic

contrast between open and close vowels tends to increase

slightly in Lombard speech whereas the contrast between

front and back vowels tends instead to decrease. The

FIG. 3. (Color online) Variation with NE in (a), (b) second formant frequency (F2); (c), (d) LS; and (e), (f) LP observed in the NI condition and in the two

interactive conditions (AO, AV), for the target words /pap/, /pip/, and /pEp/ (left) and /pup/ (right). LS could not be measured for speaker S3, since one of the

commissure coils fell off during the experiment. The graphs represent the mean change observed for the whole speaker group. The error bars represent the con-

fidence intervals estimated from the statistical model. The tables on the side of the graph summarize the variations observed for each participant (S1 to S6) in

these conditions (þ for a significant increase, � for a significant decrease, NS for a non-significant change), as well as the difference in adaptation between

interactive and NI conditions (diff).
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amplification of articulatory gestures in Lombard speech

mainly concerns LA (for all vowels) and spreading (for

spread vowels like [i] and [E]) [Fig. 4(b)], rather than LP and

TDx_jaw [Fig. 4(c)]. In agreement with the acoustic obser-

vations, the articulatory contrast between open and close

vowels tends to increase slightly in Lombard speech. On the

contrary, the front-back contrast, which tends to decrease

somewhat for Lombard speech in the acoustic domain, is

preserved or even increased in the articulatory domain, espe-

cially along the spreading dimension.

Mean variations in inter-vowel contrasts in both acoustic

and articulatory spaces are presented with more detail in Fig.

5. As this figure shows, a general tendency was observed in

the interactive conditions toward an increased inter-vowel

contrast in F1 and LA between open and close vowels ([a] vs

[i, u]) with NE (on average: DF1 contrast¼þ68 Hz (z¼ 8.3,

p< 0.001) [Fig. 5(a)]; DLA¼þ2.7 mm (z¼ 6.4, p< 0.001)

[Fig. 5(b)]); a reduced contrast in F2 between front and back

rounded vowels ([i] vs [u]) (on average: DF2 contrast

¼�140 Hz (z¼�10.3, p< 0.001)) [Fig. 5(c)]; and an

increased contrast in LS and protrusion between front and

back rounded vowels ([i]–[u]) (on average: DLS¼þ4.1 mm

(z¼ 11.1, p< 0.001) [Fig. 5(d)]; DLP¼þ1.7 mm (z¼ 6.0,

p< 0.001) [Fig. 5(e)]).

This same general tendency was also observed in the NI

condition for the vowel contrast in LA (þ1.4 mm on aver-

age, z¼ 2.4, p¼ 0.044) [Fig. 5(b)], F2 (�100 Hz on average,

z¼�5.3, p< 0.001) [Fig. 5(c)] and LS (þ1.5 mm on aver-

age, z¼ 2.8, p¼ 0.013). On the other hand, no general ten-

dency was observed in the NI condition for the vowel

contrasts in F1 and LP, which still tended to increase with

NE for four speakers (S3, S4, S5, S6) but decreased in the

FIG. 4. Mean modification, over all six

speakers, of the vowel system in the

space of the first two formants (F1,

F2), of LS vs LA, and of LP vs forward

position of the tongue dorsum.

FIG. 5. (Color online) Variation with NE of the inter-vowel contrasts in (a) F1 and (b) LA, between the open vowel [a] and the close vowels [i] and [u], of the

inter-vowel contrast in (c) F2, (d) LS, (e) LP, and (f) forward position of the tongue dorsum (TDx_jaw) between the front vowel [i] and the back rounded

vowel [u]. The graphs compare this variation in the NI condition and in the two interactive conditions (AO, AV) for the whole speaker group. The error bars

represent the confidence intervals estimated from the statistical model. The tables on the side of the graph summarize the variations observed for each partici-

pant (S1 to S6) in these conditions (þ for a significant increase, � for a significant decrease, NS for a non-significant change), as well as the difference in adap-

tation between interactive and NI conditions (diff).
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absence of communicative interaction for the other two (S1,

S2) [see Figs. 5(a) and 5(e)].

Finally, no general tendency was observed for the con-

trast in tongue dorsum position between front and back

rounded vowels ([i] vs [u]): some speakers tended to

increase that contrast with NE (S2, S3, S4, S5), whereas

others tended to decrease it (S1, S6), without any reproduc-

ible effect of communicative interaction [see Fig. 5(f)].

Figure 6 presents the average variations with NE of the

within-category dispersion for acoustic and articulatory

parameters. The variability in F1 and F2 for the production of

each vowel category increased slightly with NE (DF1 within-

dispersion¼þ11 Hz on average, z¼ 5.2, p< 0.0001 [Fig.

6(a)]; DF2 within-dispersion¼þ15 Hz, z¼ 5.2, p< 0.0001

[Fig. 6(c)]), without any significant influence of the commu-

nicative interaction (for F1: 4 Hz, z¼ 1.0, p¼ 0.32 [Fig.

6(a)]; for F2: �6 Hz, z¼�1.0, p¼ 0.30 [Fig. 6(c)]).

In agreement with these acoustic observations, the vari-

ability in LA, protrusion and TDx_jaw (tongue forward dis-

placement) was also found to increase slightly with NE. For

LA, it increased significantly in the interactive conditions

only (DLA within-dispersion¼þ1.0 mm, z¼ 6.9, p< 0.001),

but not in the NI condition (þ0.3 mm, z¼ 1.5, p¼ 0.26),

with a significant effect of the communicative interaction

(þ0.7 mm, z¼ 2.8, p¼ 0.005) [see Fig. 6(b)]. For LS, protru-

sion and TDx_jaw, the within-category variability increased

significantly with NE (DLS within-dispersion¼þ0.6 mm on

average, z¼ 6.8, p< 0.001 [Fig. 6(d)]; DLP within-

dispersion¼þ0.2 mm, z¼ 3.6, p< 0.001 [Fig. 6(e)];

DTDx_jaw within-dispersion¼þ0.3 mm, z¼ 2.0, p¼ 0

0.043 [Fig. 6(f)]), without any significant influence of the

communicative interaction (for LS: 0.3 mm, z¼ 1.8, p¼ 0.08

[Fig. 6(e)]; for LP: 0 mm, z¼ 0.2, p¼ 0.81 [Fig. 6(e)]; for

TDx_jaw: 0.2 mm, z¼ 1.0, p¼ 0.31 [Fig. 6(f)]).

Figure 7 presents the mean variations in consonant artic-

ulatory descriptors. A significant increase in LC (on the bila-

bial consonants [p] and [m]), more forward position of the

tongue tip TTx (on the apico-alveolar consonants ([t] and

[n]) and increased in lip and tongue tip velocities VL and

VTT were systematically observed in the interactive condi-

tions (on average: DLC¼þ1.1 mm (z¼ 6.6, p< 0.001) [Fig.

7(a)]; DVL¼þ117 mm/s (z¼ 22.4, p< 0.001) [Fig. 7(b)];

DTTx¼þ0.8 mm (z¼ 2.7, p¼ 0.013) [Fig. 7(c)];

DVTT¼þ26 mm/s (z¼ 2.4, p¼ 0.029) [Fig. 7(d)]), with a

significantly greater amplitude compared to the NI condition

for VL (on average: þ83 mm/s, z¼ 9.2, p< 0.001) [Fig.

7(b)] but not for LC (on average: þ0.3 mm, z¼ 1.0,

p¼ 0.57) [Fig. 7(a)], TTx (on average: �0.4 mm, z¼�0.8,

p¼ 0.42) [Fig. 7(c)] or VTT (on average: þ3 mm/s, z¼ 0.2,

p¼ 0.87) [Fig. 7(d)]. Significantly non-null modifications

were observed in the NI condition for at least half of the

speakers (on average: DLC¼þ0.8 mm (z¼ 3.4, p¼ 0.002)

FIG. 6. (Color online) Variation with NE in the average within-category dispersion in (a) F1, (b) LA, (c) F2, (d) LS, (e) LP, and (f) forward position of the

tongue dorsum (TDx_jaw). The graphs compare this variation in the NI condition and in the two interactive conditions (AO, AV) for the whole speaker group.

The error bars represent the confidence intervals estimated from the statistical model. The tables on the side of the graph summarize the variations observed

for each participant (S1 to S6) in these conditions (þ for an increase, � for a decrease), as well as the difference in adaptation between interactive and NI con-

ditions (diff). Since statistical analyses could not be conducted on these parameters at the individual level, we arbitrarily chose to consider only frequency var-

iations greater than 10 Hz and variations in movement amplitude greater than 1 mm; colored cells indicate a frequency variation greater than 10 Hz and a

variation in movement amplitude greater than 1 mm.
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[Fig. 7(a)]; DVL¼þ34 mm/s (z¼ 4.6, p< 0.001) [Fig.

7(b)]; DTTx¼þ1.3 mm (z¼ 2.9, p¼ 0.007) [Fig. 7(c)];

DVTT¼þ23 mm/s (z¼ 1.5, p¼ 0.24) [Fig. 7(d)]).

B. Effect of the available sensory modality
of interaction

As can be observed in Fig. 8 (right column), much

smaller and subtler differences in speech adaptation to noise

were observed between the two interactive conditions (AO

and AV) than those between interactive and NI conditions.

Furthermore, when significant differences were observed,

they were speaker-specific: but no general tendency between

the two interactive conditions could be highlighted at the

group level. Although no general tendency was observed

throughout the group, consistent variations in the different

speech descriptors were observed for each speaker, support-

ing the idea that these variations are not random but reflect

speaker-specific strategies.

Figure 8 summarizes these observations. To sum up,

three groups of speakers could be distinguished:

• Speaker S1 (whose results were presented in a preliminary

paper; Garnier et al., 2012) differed from the others by

demonstrating significantly greater speech modifications

with NE in the AO condition than in the AV condition

(þ symbols, highlighted in dark green in Fig. 8). The sig-

nificant differences in speech adaptation were observed

not only for global speech parameters that can be related

to vocal effort (SPL, F0, F1, and LA) but also for other

descriptors that may instead be related to vowel or conso-

nant intelligibility (LA and TDx_jaw contrasts); these

cues were visible or hardly visible.
• On the contrary, speakers S2, S3, S4, and S5 consistently

demonstrated significantly greater global speech modifica-

tions (SPL, F0, F1, LA, LC, VL, LS, LP) with NE in the

AV condition than in the AO condition (– symbols,

highlighted in light orange in Fig. 8), and a smaller

increase in the within-category dispersions (þ symbols)

(also contributing to preserve intelligibility more in the

AV condition). Only syllable duration was lengthened

more for S4 and S5 in the AO condition. The speech

parameters showing significantly different variations in

the two interactive conditions varied from one speaker to

another. However, in all cases, these significant differ-

ences concerned all kinds of speech descriptors, whether

or not they were directly related to vocal effort, and

whether they constituted easily visible or barely visible

cues.
• Finally, speaker S6 demonstrated a kind of mixed

behavior: he showed significantly greater speech modifi-

cations with NE in the AO condition for speech parame-

ters that can be related to vocal effort (F0, F1 and

articulatory velocities at occlusion release), but he

enhanced protrusion gestures and contrast more in the

AV condition.

IV. DISCUSSION

A. The Lombard effect: An automatic regulation of
vocal intensity and/or a listener-oriented strategy
to improve intelligibility?

In the introduction, we raised two initial questions:

Q1. Are speech modifications induced by NE—particularly

hyper-articulation—greater in interactive conditions, and

are some of them even observed only in interactive

conditions?

Q2. Are these speech modifications related only to the

increase in vocal effort, or are there other speech modifica-

tions that cannot be directly related to voice intensity?

In this study, speech modifications were indeed found to

be significantly greater in the interactive conditions than in

the NI condition for all, or almost all the speakers, as con-

cerns the global voice parameters that can be directly related

FIG. 7. (Color online) Variation with NE in (a) LC and (b) lip velocity on bilabial consonants /p/ and /m/, (c) forward position of the tongue tip (TTx), and (d)

tongue velocity on apico-alveolar consonants /t/ and /n/. The graphs compare this variation in the NI condition and in the two interactive conditions (AO, AV)

for the whole speaker group. The error bars represent the confidence intervals estimated from the statistical model. The tables on the side of the graph summa-

rize the variations observed for each participant (S1 to S6) in these conditions (þ for a significant increase, � for a significant decrease, NS for a non-

significant variation), as well as the difference in adaptation between interactive and NI conditions (diff).
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to voice intensity (SPL, F0, F1, LA, lip opening velocity).

Despite this difference, these speech modifications remained

significantly non-null in the NI condition for all, or almost

all, the speakers.

All the speakers also demonstrated comparable or signifi-

cantly greater speech modifications in the interactive conditions

for speech parameters that are not directly related to voice

intensity (e.g., syllable duration, F2, tongue displacement, LS

FIG. 8. (Color online) Differences observed in the variation of speech parameters with NE between the AO and the AV interaction conditions, for the six speakers

(S1–S6) in this study. Significantly positive differences (þ), highlighted in dark green, indicate that greater adaptation was observed in the AO than the AV condi-

tion, whereas significantly negative differences (�), highlighted in light orange, indicate that greater adaptation was observed in the AV than the AO condition.
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and LP, inter-vowel contrasts in F1 and LS). All these parame-

ters but F2 did not consistently show a significant change with

NE in the NI condition. However, all of them appear to be sen-

sitive to the Lombard effect, even in the absence of communi-

cative interaction, since they all showed a significant change

with NE in the NI condition for at least two speakers.

These results therefore show that all six speakers were

sensitive to the Lombard effect and significantly modified

their speech when speaking in noisy surroundings, not only

in interactive conditions, but also in the absence of commu-

nicative interaction. This confirms the findings of many pre-

vious studies (Castellanos et al., 1996; Hazan et al., 2012;

Junqua et al., 1999; Kim and Davis, 2014; Lu and Cooke,

2008; �Simko et al., 2016; Van Summers et al., 1988;

Wassink et al., 2007) and extends them to new and detailed

observations of lip and tongue articulation.

The results also show that communicative interaction

had a significant impact on speech adaptation to noise for all

the speakers, leading them to modify their speech even

more. This also confirms previous observations (Amazi and

Garber, 1982; Cooke and Lu, 2010; Garnier et al., 2010)

and, again, extends them to lip and tongue articulation.

Furthermore, in both interactive and NI conditions, the

speech modifications observed here consisted not only in an

increase in voice parameters that can be directly related to

the increase in voice intensity but also in an increase in some

vowel- or consonant-specific descriptors and some inter-

vowel contrasts that may not be directly related to voice

intensity, in accordance with some previous studies (Cooke

and Lu, 2010; Garnier, 2008; Junqua, 1993). This has two

consequences: First, it supports the idea that the Lombard

effect does not simply represent the automatic regulation of

one’s own voice intensity (Hyp1) but rather is a more com-

plex adaptation that is exclusively or partially listener-

oriented, aiming to improve speech intelligibility (Hyp2 and

Hyp3) (Cooke et al., 2014; Garnier et al., 2010; Junqua

et al., 1999; Lane and Tranel, 1971). Second, it also rejects

the idea, implicitly suggested in one of our previous papers

(Garnier et al., 2010), that these two contributions (auto-

matic regulation of voice intensity vs listener-oriented

enhancement of speech intelligibility), which correspond to

different cognitive mechanisms, may actually be

“distinguished” and that speech adaptation to a NI noisy con-

dition may be underpinned by the first mechanism only,

whereas speech adaptation to an interactive noisy condition

may be underpinned by both mechanisms. Instead, it appears

that both cognitive mechanisms always underlie speech pro-

duction in noise and that speakers may still unconsciously

try to improve their speech intelligibility when speaking in

noise, even when they are not addressing a speech partner.

However, it is also important to mention that some

speech modifications, such as a reduced contrast in F2

between front and back vowels or an increased within-

category dispersion of acoustic and articulatory outcomes,

were also observed with NE. Such modifications are not

directly related to the increase in voice intensity but should

contribute to decreasing vowel distinctiveness rather than

improving it. Reduced phonological contrasts, in particular

in F2, have already been reported in Lombard speech

(Bond et al., 1989; Garnier, 2008; Hazan et al., 2012; Perkell

et al., 2007). However, previous studies observed no signifi-

cant change in within-category dispersion (Kim and Davis,

2014) or a significant improvement (Cooke and Lu, 2010).

The reduced contrast in F2 can be interpreted as the direct

consequence of an increased LA, which dramatically affects

the first two formants of back rounded vowels (Savariaux

et al., 1995). The increase in within-category dispersion may

reflect decreased precision in speech motor control, due to

the very attenuated auditory feedback that the speaker has of

his own voice at very high noise levels, as in our experiment.

B. Do speakers make deliberate use of the visual
modality to improve their speech intelligibility in noisy
communication conditions?

A first element of an answer to that question is to deter-

mine whether hyper-articulation affects only visible move-

ments or all articulatory gestures (Q3).

In this study, almost all articulatory gestures, whether

visible (LA, LS for [a], [i], [E]) or less visible (position of

the tongue dorsum for vowels or of the tongue tip for apico-

alveolar consonants, tongue tip velocity) remained similar or

were enhanced by all the speakers when exposed to noise.

Only LP for the vowel [u] and LC for bilabial consonants

showed some inter-speaker variability: LP for [u] was

enhanced by some speakers (S2, S3, S4, and S6) and reduced

by others (S1 and S5). The amplitude of LC was enhanced

by half of speakers (S4, S5, S6) and reduced by S1 in the NI

condition. It did not change significantly for S2.

In any case, the visible contrasts in LA between open

and close vowels and the visible contrast in LS and protru-

sion between spread and rounded vowels were conserved or

enhanced in noisy surroundings by all speakers (except the

contrast in LP for S1 in the NI condition). The less visible

contrast in tongue dorsum position between front unrounded

and back rounded vowels was also conserved or enhanced

with exposure to noise but for four speakers only (S2, S3,

S4, S5); it was reduced for the other two (S1 and S6), even

in the interactive conditions.

These observations support the idea that the hyper-

articulation characterizing Lombard speech concerns both

the lips and the tongue and does not pertain to visible move-

ments only. Despite this general tendency, there seem to be

some slight inter-individual differences in the enhancement

of these movements, particularly for LP and tongue displace-

ment, which may reflect different strategies in making use of

the visual modality to improve intelligibility.

Responses to the following questions can provide a sec-

ond line of evidence:

Q4. Are visible movements more enhanced in noisy situa-

tions when the speaker can be seen by a speech partner (AV

condition)?

Q5. Do speakers increase their vocal effort less in noisy sit-

uations when both audible and visible information are avail-

able (AV), compared to when they can only be heard by a

speech partner (AO)?
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Q6. Are barely visible movements comparably enhanced in

noisy situations when the speaker can be seen vs only heard

by a speech partner (AV and AO conditions)?

As expected, five speakers (S2, S3, S4, S5, S6) demon-

strated more enhanced lip (visible) movements with NE in

the AV condition. However, one speaker (S1) followed the

same tendency as in his acoustic modifications and demon-

strated more amplified lip movements in the AO condition.

Acoustic modifications related to an increase in vocal

effort were indeed reduced in the AV condition for two

speakers (S1 and S6). However, two other speakers (S2 and

S5) showed the opposite behavior, namely greater acoustic

modifications in the AV condition. The two remaining

speakers (S3 and S4) did not show any significant difference

between the two interaction conditions in their acoustic mod-

ifications in response to NE.

Finally, as regards less visible movements of the tongue

between interaction conditions, speakers S1 and S6 again

demonstrated more enhanced tongue movements with NE in

the AO condition, whereas S2, S3 and S5 applied more

enhanced movements in the AV condition. S4 enhanced the

within-dispersion of tongue dorsum movements more in the

AV condition.

To sum up, these observations do not appear to support

the general idea that all speakers make use of the visual

modality to improve their speech intelligibility in auditorily

perturbed communication conditions (Hyp3). Instead, and as

already suggested by the individual data in Hazan and Kim

(2013), our results support the existence of speaker-specific

strategies:

• Some speakers (like our participant S1) may not use the

visual modality to improve their intelligibility (Hyp2).

They may simply adapt to noise by “expanding sonority,”

that is, increasing their vocal loudness (Beckman et al.,
1992). An amplification of their articulatory movements

(both visible and less visible) accompanies this main adap-

tation, but this may be related to acoustic modifications

rather than an active strategy to improve the clarity of visi-

ble speech cues. This global shouting strategy follows the

predictions of the hyper- and hypo-articulation (H&H)

theory (Lindblom, 1990). It was more pronounced in the

AO condition, when only audible information is available,

than in the AV condition, in which redundant or comple-

mentary information is conveyed through the visual

channel.
• Some speakers (like our participants S2, S3, S4, and S5,

or like the participants in the Fitzpatrick et al., 2015,

study), appear to make active use of the visual modality to

improve their intelligibility in noisy environments (Hyp3):

they enhance their visible articulatory movements, partic-

ularly LP, in noisy conditions. They also enhance their

visible articulatory movements more in the AV condition

than in the AO condition. However, for the four subjects

of this study, a greater increase in vocal intensity still

accompanied these enhanced articulatory movements in

the AV condition, although the H&H theory would instead

predict that information enhancement in the visual domain

could enable the speaker to limit the increase in his

auditory effort even more. The more probable explanation

may be that this greater increase in vocal intensity is not

actually intended by the speakers but is simply an acoustic

consequence of the increased lip radiation, directly related

to the amplified lip opening.
• Finally, some speakers (like our participant S6) may

“play” with both modalities and make the best use of their

complementarity to improve their intelligibility in noise

(Hyp2 and Hyp3): thus, S6 increased his vocal effort and

amplified acoustic cues more in the AO condition,

whereas he amplified LP cues and visible inter-vowel con-

trasts more in the AV condition than in the AO condition.

C. Limitations and future directions

The increased vocal effort observed in AO compared to

AV conditions can be interpreted as (1) an active strategy to

enhance audible cues when only that modality is available to

convey information; (2) the regulation of speech efforts to

meet listeners’ needs, that is, as compensation for the

“perturbation” in the communicative interaction induced by

the lack of visual modality (H&H theory); or (3) a reflection

of the fact that, in our protocol, the AO condition was

defined by the experimenter turning her back to the speaker,

whereas such a condition was simulated in other studies by

adding a removable screen or curtain between the partici-

pants (Fitzpatrick et al., 2015; Hazan and Kim, 2013), or

having the interlocutors wear visors (Aubanel et al., 2012).

Furthermore, less enhanced articulatory movements in

the AO (last) condition may be interpreted as (1) an active

strategy to enhance visible cues when the visual modality is

available, or (2) a fatigue effect, since the protocol was quite

long, with a fixed order for the experimental conditions, in

which the AO condition is the last one.

We cannot rule out these alternative interpretations of

our results, which would stem from our experimental proto-

col. However, the fact that not all our participants demon-

strated greater vocal effort and/or less enhanced articulatory

movements in the AO condition argues in favor of a negligi-

ble impact of these experimental limitations (fixed order of

conditions þ experimenter turning her back on the partici-

pants). Nevertheless, future studies on that topic would help

clarify these results.

It should be noted that the task used in this experiment

was constrained by the electromagnetic articulatory mea-

surements and therefore involved a limited degree of com-

municative interaction. Since the experiment focused on

segment intelligibility, the speech material was also limited

to CVC target words differing only in the vowel or initial

consonant. These experimental choices may lead to reduced

speech adaptation with NE, compared to a more realistic

communicative situation, or on the contrary, to the develop-

ment of speech adaptation strategies focusing on the discrim-

ination of the varying segment and on visual cue

enhancement. It would therefore be necessary, in a future

study, to explore whether the adaptive strategies reported in

this article are still observed in more realistic conditions of

communicative interaction, with more varied and common

speech material.
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Further studies should be conducted using perceptual

assessment of the produced speech material in the various

communicative contexts in order to test whether the speaker

adjustments in production were successful, in other words, if

they increased speech intelligibility in the auditory, visual,

and AV domains. Furthermore, the inter-individual differ-

ences in speech adaptation observed in this study could be

further investigated through a large-scale study involving

participants differing by controlled anatomical or psycholog-

ical factors (e.g., gender, lip shape, perceptual acuity, lip-

reading abilities, etc.). This would shed light on the possible

factors influencing the adoption of different adaptive strate-

gies in adverse communication conditions.

Finally, we observed here that none of our six partici-

pants varied his lip opening movements independently of

variations in voice intensity. This leads us to assume that, at

least for these six participants, increasing voice intensity

may be primarily controlled by increasing lip radiation,

rather than by increasing vocal effort at the glottal level. We

could even assume that, for some speakers, this may be the

main goal of speech hyper-articulation in noisy conditions,

rather than improving visual intelligibility. To further inves-

tigate this idea, acoustic simulations of lip radiation from

our articulatory measurements could be conducted in order

to estimate the impact of lip articulatory modifications on

voice intensity and to compare these simulations with our

actual measurement of voice intensity. It would also be use-

ful, in a future study, to record the electroglottographic sig-

nal in addition to lip articulation and voice intensity, in order

to explore the correlation between the variations in LA,

amplitude of the glottal vibration, and voice intensity. This

would enable a better understanding of the relationship

between articulatory and glottal efforts, and whether hyper-

articulation in adverse conditions may actually be an effi-

cient strategy to increase audibility, as well as provide visi-

ble speech cues, without straining one’s voice.

V. CONCLUSION

A general tendency was observed in the six speakers

regarding the influence of communicative interaction: All

the speakers modified their speech production significantly

in noisy surroundings, not only in interactive but also in NI

conditions. The modifications concerned not only parame-

ters that are directly related to voice intensity, but also

vowel- and consonant-specific descriptors and inter-vocalic

contrasts. Articulatory modifications concerned not only the

visible lip movements but also the less visible tongue move-

ments. Overall, greater speech modifications were observed

in interactive conditions.

On the other hand, the six speakers demonstrated differ-

ent ways of adapting to the available sensory modalities of

interaction: as expected, four of them enhanced their visible

articulatory movements with NE more in the AV condition

than in the AO condition. However, one participant showed

the opposite behavior. The final participant applied an inter-

mediate strategy, enhancing acoustic cues more in the AO

condition and amplifying LP cues and visible inter-vowel

contrasts more in the AV condition.

These results further support the idea that the Lombard

effect is not simply an automatic regulation of one’s own

voice intensity but also a listener-oriented adaptation, which

aims at improving speech intelligibility. On the other hand,

they do not support the claim that speakers make deliberate

use of the visual modality to improve their speech intelligi-

bility in noisy conditions. In reality, only some speakers

appear to do so.
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